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Abstract 

Person re-identification has emerged as a hotspot for computer vision research due to the growing demands of social public safety 

requirements and the quick development of intelligent surveillance networks. Person re-identification (Re-ID) in video surveillance 

system can track and identify suspicious people, track and statistically analyze persons. The purpose of person re-identification is to 

recognize the same person in different cameras. Deep learning-based person re-identification research has produced numerous 

remarkable outcomes as a result of deep learning's growing popularity. The purpose of this paper is to help researchers better 

understand where person re-identification research is at the moment and where it is headed. Firstly, this paper arranges the widely used 

datasets and assessment criteria in person re-identification and reviews the pertinent research on deep learning-based person 

re-identification techniques conducted in the last several years. Then, the commonly used method techniques are also discussed from 

four aspects: appearance features, metric learning, local features, and adversarial learning. Finally, future research directions in the 

field of person re-identification are outlooked. 
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1 Research Background and Significance of 

Person Re-identification 

In recent years, with the acceleration of urbanization 

and the growth of population size, urban traffic, public 

safety and other issues have become incrSeasingly 

prominent. Traditional manual patrols and monitoring 

means have been difficult to meet the demand, and the 

public's demand for public safety has been increasing. A 

significant number of surveillance cameras have been 

placed in public areas including streets and 

neighborhoods as a result of the ongoing advancements in 

surveillance video intelligent analysis technologies. And 

these cameras cover a wide geographic range, generating 

a large amount of surveillance video data 
[1]

. Person 

re-identification (Re-ID) 
[2]

 technology research has become 

an inevitable trend in order to study the behavioral traits and 

activity patterns of individuals in these surveillance 

recordings in a timely and efficient manner. 
Person re-identification can realize automatic tracking 

and identification of persons, give full play to the role of 

surveillance video data, and improve the efficiency of the 

city in maintaining public safety and traffic order. The 

purpose of person re-identification is to find the image of a 

person with a given identity in a large-scale image library, 

and to determine whether the persons in different 

viewpoints, different cameras, and different video clips are 

the same person 
[3]

. This technique is commonly used in 

applications like crowd behavior analysis, multi-camera 

target tracking, and target detection. 

The key to person re-identification is to learn the 

discriminative features of individuals to differentiate 

between images of the same person and those of different 

individuals. However, in reality, people can appear in 

several cameras in various locations, and it is difficult to 

learn person discriminative features due to variations in 

different camera viewpoints and resolutions, person poses, 

and ambient lighting. Traditional methods for person 

re-identification primarily rely on manually extracting 

discriminative features or learning better similarity 

measures. However, these methods are prone to errors 

and are time-consuming, which significantly impacts the 

accuracy and real-time performance of the person 

re-identification task. 

Automated person re-identification methods have 

significantly advanced the development of intelligent 

surveillance 
[4-5]

. With automated person re-identification 

methods, surveillance systems can more accurately 

recognize the same person appearing in different cameras, 

reduce the rate of misrecognition, and improve the overall 

accuracy of surveillance systems 
[6]

. This helps to detect 

abnormal behaviors or suspicious people in time and 
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improve the security of the surveillance system. In 

addition, automated person re-identification methods can 

improve the processing speed and real-time performance 

of the surveillance system, enabling the surveillance 

system to respond more quickly to unexpected events or 

security threats 
[7]

. The automated person re-identification 

method can provide richer data and feature information 

for the surveillance system, supporting the system to 

perform deep learning and data analysis, so as to realize 

intelligent decision-making and prediction 
[8]

. By 

analyzing data such as person activity patterns and paths, 

the surveillance system can better understand and predict 

potential risks and improve the intelligence of the 

surveillance system. 

With the development of deep neural network (DNN) 

based techniques 
[9]

, person re-identification techniques 

are able to extract significant person features more 

efficiently. Deep neural networks can learn a high-level 

abstract representation of the data, which allows it to 

extract more robust pedestrian features under different 

lighting, angle and occlusion conditions. With an 

end-to-end training approach, DNNs can automatically 

learn feature representations that are best suited for 

person re-identification tasks 
[10]

. Compared to 

traditional feature extraction methods, DNN can better 

perform nonlinear modeling, thus better capturing 

complex features and structural information in 

pedestrian images 
[11]

. In addition, with a pre-trained 

deep neural network model, generalized features learned 

on large-scale image data can be migrated to the person 

re-identification task. This type of migration learning can 

accelerate the training process of the model and improve 

the performance of the model on small sample data
 [12]

. 

2 Current Status of Domestic and Overseas 

Research 

The traditional method of person re-identification is 

to manually extract a single fixed person feature, which is 

not only error-prone but also consumes a lot of time. The 

emergence of deep learning has greatly promoted the 

research and development in the field of person 

re-identification. Person re-identification technology 

based on deep learning has been applied in many fields. 

Research on feature extraction has progressively 

moved from conventional manual feature extraction 

techniques to deep learning-based techniques 
[13]

. In order 

to be able to extract more robust and detailed features, 

Sun et al. 
[14]

 introduced local feature learning and Tay et 

al. 
[15]

 used an attention mechanism to concentrate on the 

important details of body parts. By merging the global 

and local features of individuals, Zhang et al. 
[16] 

improved the final feature representation. Because 

Generative Adversarial Networks (GANs) are good at 

creating images and learning features, generative 

adversarial learning has been applied extensively in 

person Re-ID tasks
 [17-19]

. Several loss functions have 

been created by some researchers to maximize the ability 

of network models to learn discriminative features
 [20-22]

. 

When compared to still photos, video or image 

sequences provide additional information about human 

attributes. Therefore, examining these more 

comprehensive attribute signals could be a more effective 

approach to address the person re-identification challenge. 

Important identifying information lost in a single image 

due to occlusion, changes in field of view, and other 

causes can be compensated for by the temporal 

correlation between frames of a person sequence or 

trajectory. In view of these results, several researchers 

have begun to efficiently merge more information in 

video sequences by utilizing complementing spatial and 

temporal cues 
[23-25]

. Furthermore, by modeling graph 

relations on person photos, several researchers have 

employed graph convolutional network-based techniques 

to learn more robust and discriminative features 
[26-28]

. 

Three-dimensional shape information is an important 

cue for understanding person pose and shape. With the 

exception of the true 3D human anatomy and the spatial 

interaction between people and interfering objects, the 

majority of person Re-ID techniques now in use learn 

person feature representations from photos. The robustness 

of person Re-ID models can be improved by utilizing 

information about the 3D shape of the person 
[29-30]

. 

3. Datasets and Evaluation Metrics for 

Person Re-ID 

This section contains datasets that are frequently 

used in person Re-ID techniques that are based on deep 

learning. Furthermore, a brief description of popular 

evaluation measures for person Re-ID is provided. 

3.1. Commonly used datasets 

DukeMTMC-VideoReID 
[31]

 consists of 

approximately 4,832 videos from 1,812 identities, using 

Duke as its acronym. There are 702 identities in the dataset 

for testing and training, and 408 identities for distraction. 

Manual annotations are made to its bounding boxes. 

The first extensive dataset for video-based 

re-identification was introduced in 2016 and is called 

MARS 
[32]

. It comprises over 20,000 video sequences of 

person trajectories that were obtained from six different 

cameras, as well as 1,261 identity sequences. Sixty-five 

of these twelve hundred IDs were utilized for training, 

while the remaining six hundred and thirty-six were used 

for testing. 

CUHK01 
[33]

 comprises 3,884 manually cropped 

photos and 971 IDs, with each individual having at least 

two images captured using two separate cameras. In the 

CUHK01 dataset, the images from one of the cameras 

have more different viewpoints and pose variations, while 

the images from the other camera mainly consist of front 

and back views. 

With 1,816 subjects and 7,264 manually cropped 
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photos, CUHK02 
[34]

 includes ten camera perspectives 

total—five pairs of views. At least two pictures in two 

separate discontinuous camera viewpoints have been 

taken of each participant. This dataset has more person 

identities and camera views than CUHK01, and more 

person picture attributes are available for retrieval. 

CUHK03 
[13]

 is a large Re-ID dataset. Ten cameras 

provide data for CUHK03, which detects person 

bounding boxes using hand labeling and a deformable 

part model (DPM) detector. It has 13,164 photos total, 

each of varied sizes, and 1,360 distinct people. CUHK03 

captures more photographs and has more cameras in 

order to record people from a variety of angles. 

Table 1  Commonly used datasets for person re-identification 

Datasets 
Data 

type 
ID 

Boxes/ 

Tracks 

Camer

as 
Labeled 

DukeMTMC- 

VideoReID 
Video 1,812 4,832 8 DPM 

MARS Video 1,261 20,715 6 DPM+GMMCP 

CUHK01 Image 971 3,884 2 Handcrafted 

CUHK02 Image 1,816 7,264 10 Handcrafted 

CUHK03 Image 1,360 13,164 10 
DPM+ 

Handcrafted 

Market-1501 Image 1,501 32,217 6 
DPM+ 

Handcrafted 

MSMT17 Image 4,101 126,441 15 Faster RCNN 

Five high-resolution cameras and one low-resolution 

camera were used to collect Market-1501 
[35]

. 

Market-1501 automatically detects the human bounding 

box using the person detector DPM. It comprises 32,668 

photos total, each measuring 128 by 64, and it features 

1,501 distinct people. Market-1501 features more 

annotated photos and an interference factor, making the 

graphics more realistic than CUHK03. 

MSMT17 
[36]

 from which 15 cameras provided the 

images. For automatic detection, it makes use of the 

person detector Faster R-CNN labeled frames. This is one 

of the larger person and annotated image datasets for the 

current person Re-ID endeavor, with 4,101 distinct person 

details and 126,441 photos. The MSMT17 dataset has a 

larger range of perspectives, considerable illumination 

differences, and a greater coverage of scenes. 

Table 1 shows the details of the above datasets. 

Many methods are challenging to apply in real-world 

applications due to uncertainty caused by occlusion, 

lighting changes, camera view switching, position 

changes, and related clothing. In person re-identification 

research, it is imperative to investigate large-scale person 

Re-ID datasets covering more real-world events. 

3.2. Commonly used evaluation metrics 

The commonly used evaluation indexes for evaluating 

the algorithm model in the person re-identification 

technology are CMC 
[37] 

curve and mAP 
[38]

. 

CMC curve is a very important and commonly used 

evaluation index in pattern recognition, which can 

comprehensively reflect the performance of person Re-ID 

model. CMC uses the top-k approach, which involves 

sorting the results based on how similar the query target 

and the target image are to one other. Top-k is the 

likelihood that, upon sorting, the first k photos returned 

have the right query result. To arrive at the final result, 

the hit probability of each query image that was 

previously collected is added up and divided by the total 

number of query images. 

The accuracy and recall of each category are 

combined by mAP. In a target detection task, objects are 

usually categorized according to categories, and for each 

category, its AP 
[39]

 value can be calculated. The mAP 

value is then calculated by averaging these AP values. In 

general, the detection method performs better when the 

mAP is higher. For each category, the detection results are 

sorted from high to low confidence, and then the number 

of True Positive (TP), False Positive (FP) and False 

Negative (FN), i.e., the confusion matrix, is determined 

based on the threshold value. The confusion matrix for 

binary classification is shown in Table 2. Accuracy and 

recall are calculated based on the number of TP, FP and 

FN, and AP values are calculated for different recall rates. 

Lastly, the mAP value is calculated by averaging the AP 

values across all categories. The mAP evaluation metric is 

commonly used in person re-identification to 

comprehensively assess algorithm performance while 

accounting for differences between multiple categories. 

Table 2  Binary confusion matrix 

 Prediction=1 Prediction=0 

Reference=1 TP FN 

Reference=0 FP TN 

4 Deep Learning Based Person 

Re-identification Methods 

In this section, deep learning-based person 

re-identification methods are classified into four 

categories. As shown in Figure 1, these categories include 

appearance-based features, metric-based learning, 

localized feature-based, and adversarial learning-based 

methods. In addition, the above four methods are 

introduced and their respective advantages and 

disadvantages are discussed. 

4.1 Methods based on appearance feature 

This type of method mainly performs 

re-identification by extracting appearance features of 

persons, such as color, texture and shape. These are 

shallow visual characteristics, and convolutional neural 

networks (CNN), local binary patterns (LBP), and the 

histogram of oriented gradients (HOG) are frequently 

used feature extraction techniques. Liao et al. 
[40]

 

presented a person re-identification technique with 
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LOMO+XQDA, which improved the RANK-1 accuracy 

on four datasets. 

In addition to this, person re-identification can also 

be performed based on information such as backpacks, 

glasses, hair, and so on. And this information belongs to 

the mid-level visual features, i.e., semantic attributes. The 

semantic attributes of the same person change very little 

under different camera shots. Therefore, these semantic 

attributes can be combined with the attribute weights and 

shallow features to finally describe the person image. 

Feature extraction techniques will directly affect the 

accuracy of identification, and establishing high-level 

visual features is a challenge in appearance feature 

extraction. Matsukawa et al. 
[41]

 proposed GOG, which 

divides an image into horizontal strips and local blocks. 

Each strip is modeled with a Gaussian distribution and 

establishes high-level visual features by extracting image 

regions with predefined block or stripe shapes in color or 

texture histograms. 

 

Figure 1  Classification of Deep Learning Based Person 

Re-identification Methods 

4.2 Methods based on metric learning 

This type of method mainly measures the similarity 

between different persons by learning a suitable distance 

metric. Person re-identification is a common use of deep 

metric learning (DML). 

Among these, marginal distance, cosine similarity, and 

Euclidean distance are the most often utilized metric learning 

techniques. While the loss function of the model is typically 

calculated to constrain the learning of discriminative features 

in deep metric learning 
[42]

. Commonly used loss functions 

include classification loss 
[43-45]

, contrastive loss 
[46-47]

 and 

triplet loss 
[48-49]

. Because classification loss has the 

benefits of straightforward training and mining hard 

samples, it is commonly utilized in person 

re-identification algorithms based on metric learning. 

Models that are not sufficiently capable of generalization 

are not learned by using ID information alone. Thus, in 

order to limit the model's training, classification loss 

typically has to be paired with other losses. The 

contrastive loss is a good representation of sample pair 

matching.In models for feature extraction, the contrastive 

loss is frequently employed in conjunction with the 

classification loss to train the network. Deep learning 

based Re-ID techniques are frequently used in 

conjunction with triplet loss and classification loss to 

enhance model performance. The goal of these techniques 

is to reduce the intra-class distance and maximize the 

inter-class distance of the samples. 

In addition to this, some studies propose new ways 

of computing the loss function to improve the modeling 

approach 
[50]

. Du et al. 
[51]

 proposed an adaptive 

heterogeneous centroid loss, which reduces the distance 

between samples corresponding to the same identity 

while increasing the centroid distance for different 

samples. By eliminating the need for expensive manual 

feature design, the deep metric learning approach enables 

the model to automatically learn for feature recognition. 

4.3 Methods based on local features 

Person re-identification techniques can be classified 

as global or local based on the features that are taken 

from person photos for categorization. 

Global feature-based methods usually extract only 

one feature of the persons 
[52]

, which makes the feature 

information of the persons we can get is limited. In order 

to obtain more detailed, nuanced, and discriminative 

features, local feature-based methods have gained 

widespread attention. Learning people's local features and 

maintaining their alignment are the goals of local 

feature-based learning approaches. These techniques 

concentrate on an individual's head, upper body, or lower 

body, among other local aspects. Person re-identification 

models can perform better by extracting and matching 

local features. 

Paying attention to every element could be very 

expensive. An attention method can be used to solve this 

issue by concentrating just on the local feature regions 

that have a significant influence. In order to better cluster 

people's temporally dispersed features and remove 

contaminated features, Wang et al. 
[53]

 introduced a 

temporal attention mechanism and proposed a new 

temporal attention module that adaptively evaluates the 

importance of each extracted feature and combines all the 

valuable features together. While large-scale feature maps 

can more accurately depict the image's semantic content 

and contain the contour information of the image, 

small-scale feature maps contain more detailed 

information. The extracted multi-scale person features are 

combined using a multi-scale fusion technique to get 

richer person features. In order to overcome the 

challenges associated with cross-scale feature learning, 

Chen et al. 
[54]

 suggested a deep pyramid feature learning 

approach for learning multi-scale complimentary features. 

An all-scales network (OSNet) design was proposed by 

Zhou et al. 
[55]

 in order to learn features. The design 

encapsulates the synergistic combination of various sizes 

in addition to capturing aspects at distinct spatial scales. 

4.4 Methods based on adversarial learning 

The GAN generative adversarial network consists of 

a generator and a discriminator. The generator is 

responsible for generating pseudo-labels close to the real 
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situation, while the discriminator is responsible for 

discriminating the pseudo-labels generated by the 

generator. The two fight against each other, constantly 

updating and iterating so that the results generated by the 

generator are closer and closer to the real value, and the 

discriminator is able to discriminate and distinguish the 

results that are closer to the real situation. 

There is a domain gap between different datasets,i.e., 

there is a degradation of model performance when the 

same model is trained and tested on different datasets. In 

order to tackle this issue, Ge et al. 
[56]

 utilized an 

image-to-image translation network trained to translate 

images in two directions using the appropriate generators, 

utilizing the popular CycleGAN architecture. Additionally, 

by diversifying the training data, the model's capacity for 

generalization can be strengthened.An Adaptive Memory 

with Group Labeling (AdaMG) framework for Unsupervised 

Person Re-ID was proposed by Peng et al. 
[57]

. It uses 

adaptive memory to build a multi-branch structure that 

resists noisy labels and takes use of data diversity. Dual et 

al. 
[58]

 proposed a framework which includes two phases of 

offline clustering, which refines the pseudo-labels, and 

online training, which optimizes the features. For person 

re-identification in UDA, Li et al. 
[59]

 suggested a triple 

adversarial learning and multi-perspective creative 

inference network that improves the discriminability and 

robustness of the learnt features while discriminating 

domain-invariant features. 

5 Research Outlook 

This paper provides an overview and summary of 

the literature on deep learning-based person 

re-identification technologies. Firstly, typical datasets and 

assessment indices for person re-identification 

technologies are presented, followed by a summary of 

common research directions in person re-identification 

both domestically and internationally. Secondly, four 

perspectives— appearance-based features, metric-based 

learning, localized features, and adversarial learning—are 

explored regarding the popular deep learning-based 

person re-identification techniques. 

Some current person re-identification datasets suffer 

from category imbalance and inaccurate labeling, which 

may lead to degradation of model performance and 

generalization ability. Secondly, person re-identification 

techniques need to cope with the great variation of 

pedestrian appearance in different scenarios. The 

appearance of pedestrian images may vary greatly due to 

a variety of factors such as the angle of the surveillance 

camera, lighting conditions, pedestrian posture and 

occlusion. The robustness and generalization ability of 

current person re-identification techniques still need to be 

improved. In addition, the computational efficiency and 

storage space issues when dealing with large-scale data 

are also challenges for person re-identification techniques. 

In practical applications, surveillance systems often 

generate a large amount of pedestrian images and video 

data, which require efficient algorithms and sufficient 

storage space to support if they are to be comprehensively 

analyzed and processed. In real-world scenarios, there are 

often multiple pedestrian targets that need to be detected 

and recognized at the same time, which requires 

algorithms that can accurately locate and recognize 

multiple pedestrian targets in complex backgrounds. 

In summary, although the existing research on 

deep learning-based person re-identification techniques 

has achieved very significant results. However, there 

are still many aspects that need attention and 

improvement in the future. 

(1) Cross-modal person re-identification: Data in the 

real world may come from different types of cameras. For 

example, at night, ordinary cameras cannot clearly 

capture the features of persons, so infrared images from 

infrared cameras are needed to capture the features. When 

matching images from different modalities, reducing the 

differences in feature distribution in different modalities 

is a future task to be considered. 

(2) 3D person re-identification: 3D shape information 

provides insight into richer person pose and shape 

information. The majority of current algorithms ignore the 

true 3D human anatomy and the spatial relationship 

between people and interferences in favor of just learning 

person features from photos. By obtaining 3D point cloud 

data of an image and processing it, data enhancement is 

performed by aligning 2D and 3D feature information. 

(3) Domain adaptive person Re-ID: It becomes more 

challenging to effectively apply a Re-ID model that was 

trained on one dataset to another due to domain variations 

between datasets. While optimizing with pseudo-labels, a 

variety of unsupervised domain-adaptive techniques tend 

to transfer the learned knowledge from one domain to 

another, they are not without limits. In particular, these 

algorithms introduce a high number of noisy labels by 

one-time clustering, which hinders the retraining process 

and limits generalization, and they always generate a 

pseudo-label for each unlabeled sample, which makes it 

challenging to accurately describe an individual. 
(4) Semi-supervised or unsupervised person 

re-identification: Usually the size of the dataset used by 

the model is very large and the overhead of annotating the 

data is very high. Therefore semi-supervised or 

unsupervised methods become a focus for future attention. 

They can extract features from unlabeled or partially 

labeled datasets. Therefore, in order to enhance the 

performance of semi-supervised or unsupervised 

algorithms in the future, more suitable clustering or label 

assignment procedures must be discovered. 
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Abstract 

This work focus on the stress distribution of the casing-cement -formation (CCF) multilayer composite system, which is a borehole 

system with multiple casings and cement sheathes. Most of the previous relevant studies are based on the traditional CCF system with 

the single casing and cement sheath, but these results are not adaptive to the CCF system multiple composite system. In this paper, the 

FEM numerical model of CCF multilayer composite system was constructed. Numerical simulations were calculated and compared 

with the system which consists of the single casing and cement sheath. Results show that the multilayer composite system possesses 

better performance. On this basis, the sensitivity analysis of main influence mechanical parameters such as in-situ stress, the elastic of 

cement sheathes and the elastic of formation are conducted. The cement sheath on the inside, namely cement sheath-1, is sensitive to 

its elastic modulus; meanwhile, the cement sheath on the outside, namely cement sheath-2, is not so sensitive to the elastic modulus of 

cement sheath-1. Cement sheath-1 and cement sheath-2 are all sensitive to the elastic modulus of cement sheath-2, and the mises stress 

of them has opposite trend to the elastic modulus of cement sheath-2. The proper values of elastic modulus of cement sheath-1 and 

cement sheath-2 are 5GPa and 5GPa to 30GPa, respectively. Under the in-situ stress ratio σh / σH = 0.7, the maximum mises stress of 

cement sheath-1 and cement sheath-2 increase as the increase of σh, and they are nearly equal when σh=15GPa. This research can be 

helpful for the design and analysis of CCF multilayer composite system. 

Keywords: In-situ stress; Stress distribution; Casing; Cement sheath; Formation; Multilayer 

 

1 Introduction 

Casing-cement-formation (CCF) system is the 

borehole system commonly used for oil and gas 

exploitation operations in the petroleum industry 
[1-3]

. 

This system is integral to maintaining borehole stability, 

ensuring the efficient production of hydrocarbons and 

providing a critical barrier against the uncontrolled flow of 

fluids between subsurface formations. However, when the 

system is subjected to the in-situ stress and internal pressure 

of drilling fluid, the mechanical integrity, especially the 

cement sheath, is often damaged. Then the formation fluid 

migrates from cracks and leading to the failure of annulus 

sealing 
[4-5]

. Therefore, the research on the stress field of the 

CCF system is crucial to petroleum engineering. 

The analytical method is one of the main methods to 

obtain the stress distribution of cement sheathes and 

casings. Yin et al. 
[6-7] 

formulated the analytical elastic 

solutions for a borehole system with the single of casing 

and cement sheath under the uniform and non-uniform 

in-situ stress, respectively. Besides the elastic analysis, 

Zhang et al. 
[8] 

derived the elastoplastic solutions of 

cement sheath under varied casing pressure. Considering 

the anisotropy of formation, Wang et al. 
[9-10]

 derived 

analytical solutions for cased borehole stress calculation 

in general anisotropic formations, which is closer to 

reality. In view of the far-field displacement boundary of 

the model of CCF is mostly not fixed, Yu et al. 
[11] 

proposed a modified model with a fixed far-field 

displacement boundary condition. In addition, 

considering the complexity of analytical solutions, Zhou 

et al. 
[12]

 proposed a semi-analytical method, it should be 

noticed that this method can not only simplify the 

calculation but also applicable for the borehole with 

multiple casings and cement sheathes. 

In order to get the experimental data, many scholars 

conducted mechanical experiments about CCF system 
[13-15]

. 

Bu et al. 
[16]

 designed a device for testing the interface 

radial bond strength, whose test results can be helpful to 

study the sealing integrity of cement sheath. Wu et al. 
[17]

 

employed the digital image correlation (DIC) technique to 

examine the strain distribution and failure of cement 

sheath. Li et al. 
[18]

 studied the failures of ordinary cement 

sheath and expanding cement sheath through indoor 

experiments. Yan et al. 
[19] 

conducted a perforating 
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experiment in real size to investigate the damage 

mechanism of cement sheath. With the development of 

computer technology, many numerical methods have been 

favored by scholars which overcome the limit of the 

expensive experimental costs and the intricacy of 

analytical method. Fortunately, there are some available 

numerical methods to solve the practical problems, such 

as finite difference method (FDM) 
[20]

, finite element method 

(FEM) 
[21-22]

, boundary element method (BEM) 
[23]

, 

meshless methods 
[24] 

and so on.  

The mentioned above just concentrated on the CCF 

system with the single casing and cement sheath. As the 

appearance of deep wells and ultra-deep wells 
[25-27]

, the 

operational environments and conditions becoming more 

complex, which is a greater challenge to the integrity of 

the CCF system. The CCF composite system which 

consists of multiple casings and cement sheathes is an 

efficient structure in deep wells and ultra-deep wells 
[28-29]

. 

As for the existing researches for CCF multilayer 

composite systems, Zhou et al. 
[12]

 proposed the 

semi-analytical method which can conveniently obtain the 

stress distribution on every casing and cement sheath; 

based on the relevant theories of heat transfer and 

elastoplastic mechanics, Li et al. 
[33]

 formulated the 

thermal stress field of CCF multilayer composite systems; 

Huang et al. 
[34]

 conducted the application of hydra-jet 

fracturing technology in CCF with three layers casings, 

which provide the detailed references to simulate such 

well as with multi-layer casings. 

However, most of the previous studies are based on 

the traditional CCF system with the single casing and 

cement sheath, which are not adaptive to the CCF multiple 

composite system. In this paper, the numerical model is 

constructed, which can be used for the comprehensive 

analyses of CCF multilayer composite system, and the 

stress fields of casings, cement sheathes and formation are 

calculated. A series of sensitivity analysis of main 

parameters are carried out, the results are valuable and 

helpful to design the CCF multilayer composite system. 

The rest of this paper is as follows: Firstly, the theoretical 

analysis of CCF multilayer composite system is elaborated 

in Section 2. Secondly, the basic theory of FEM correlation 

is stated in Section 3. Next, the FEM numerical model of 

CCF multilayer composite system is constructed and the 

comprehensive analyses of stress field are conducted in 

Section 4. Finally, this work is summarized, and some 

conclusions are concluded in Section 5. 

2 Mechanical Analysis of CCF Multilayer 

Composite System 

Figure 1 shows a casing-cement-formation (CCF) 

multilayer composite system, which subjected to the 

non-uniform in-situ stress. The CCF multilayer composite 

system can be seemed as a multilayer thick-walled 

cylinder, in which the inner pressure of the innermost 

casing, pw, is induced by drilling fluid. The inner radius of 

the innermost casing is denoted by r0, and the outer radius 

of other casings and cement sheathes are denoted by ri (i = 

1, 2, …, n) in sequence. From the innermost layer, the 

elastic modulus and Poisson‟s ratios of the casings and 

cement sheathes are denoted by Ei (i = 1, 2, …, n) and μi 

(i = 1, 2, …, n) in sequence, respectively. And the elastic 

modulus and Poisson‟s ratios of the formation are denoted 

by En+1 and μn+1, respectively.  

In this section, the model of the 

casing-cement-formation multilayer composite system is 

simplified to a plane strain problem, and the following 

assumptions are satisfied: (1) the casings, cement sheathes 

and formation are uniform and isotropic linear elastic 

materials; (2) the casings, cement sheathes and borehole are 

concentric; (3) the bonding surface between casings, cement 

sheathes and formation are completely consolidated. 

 

Figure 1  Diagram of CCF multilayer composite system, 

where σH is the maximum horizontal in-situ stress, and σh is the 

minimum horizontal in-situ stress 

According to coordinate transformation in the 

elasticity theory 
[30]

, the in-situ stress shown in Figure 1 

can be decomposed into the spherical stress tensor read as 

Eq. (1) and the deviatoric stress tensor read as Eq. (2). 

After the decomposition of non-uniform in-situ 

stress shown in Figure 2, the initial problem can be 

transferred as the sum of two subproblems, one is the 

uniform load problem that the CCF multilayer composite 

system subjected to the inner pressure of drilling fluid and 

uniform stress shown in Eq. (2); the other is the system 

subjected to the deviatoric stress shown in Eq. (1). 

According to the superposition principle 
[7]

, the stress 

field of the CCF multilayer composite system, shown in 

Figure 1, should be the sum of the uniform stress field 

formulated by Eq. (3) and the deviatoric stress field 

formulated by Eq. (4), then the stress field of CCF 

multilayer composite system can be obtained. 

               (1) 

             (2) 
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Figure 2  Decomposition of in-situ stress tensor, where (a) is 

the in-situ stress tensor, (b) is the spherical stress tensor, (c) is 

the deviatoric stress tensor 

According to the reference 
[31]

, the solution of the 

subproblem of uniform load is as  

   (3) 

where ai, bi and ci are coefficients related to 

geometric and material parameters of casings, cement 

sheathes and formation; Pi is contact pressure of the 

contact surface between casings, cement sheathes and 

formation. When i=1, Pi-1=Pw; when i=n-1, Pi+1=σ. Based 

on the Eq. (3), an equation set with n-1 unknows about 

P1～ Pn can be obtained, thus the contact pressure of each 

contact surface can be solved. Then the stress distribution of 

casings and cement sheathes can be obtained by substituting 

the contact pressure into the Lamey‟s formula 
[30]

, 

           (4) 

where r2 represents the outer radius; r1 represents the 

inner radius; q1 represents the inner pressure; q2 

represents the outer pressure. 

For the subproblem of cosine load, the stress 

distribution of each contact interface is as 

   (5) 

where Ai, Bi, Ci, Fi are coefficients related to the 

geometric and material parameters of casings, cement 

sheathes and formation. Using displacement and stress 

continuity conditions and stress boundary conditions, the 

undetermined coefficients in Eq. (5) casings, cements and 

formation can be obtained. 

3 FEM Basically Principle 

The FEM is an efficient numerical method to find 

approximated solutions of the field variables in the 

problem domain. According to the FEM theory, the 

problem domain is firstly divided into several elements, 

as shown in Figure 3, and the connecting points between 

the elements are called nodes; then the field variables to 

be seek are set as the interpolation function of nodes; 

based on the variational principle, the problem can be 

transformed into a system of algebraic equations where 

the field variables of all nodes are unknown; finally, the 

boundary conditions are used to solve the system of 

algebraic, and the approximate solution of the field 

variables are obtained subsequently. 

  

Figure 3  A FEM discrete structure of two-dimensional 

elasticity problem, which includes nodes and elements 

For the two-dimension elasticity domain, the 

unknown field variable is displacement component. The 

displacement of a random point c in the domain shown in 

Figure 4 can be expressed as  

              (6) 

where P(x) is the vector polynomial basis functions, 

whose number of monomials can vary from 3 to 10, as 

listed in Tab. 1; b is the vector of undetermined 

coefficients related to polynomial basis functions. 

          (6.1) 

 

Figure 4  The random point c in the element 

Table 1  The vectors of polynomial basis functions for 

two-dimensional domains, where m is the number of monomials 
[32] 

m p(x) 

3 [1, x, y]T 

4 [1, x, y, xy] T 

5 [1, x, y, x2, y2]T 

6 [1, x, y, x2, xy, y2]T 

7 [1, x, y, x2, y2, x3, y3]T 

8 [1, x, y, x2, xy, y2, x3, y3]T 

9 [1, x, y, x2, y2, x3, x2y, xy2, y3]T 

10 [1, x, y, x2, xy, y2, x3, x2y, xy2, y3]T 
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Therefore, the displacement components of the point 

c shown in Figure 4 can be represented by that of the 

nodes on the element. So the displacement function can 

be expressed as 

           (7) 

where N is the vector of shape functions, Ni is the 

shape function related to node I; ui is the nodal 

displacement.  

Substituting the displacement function into the 

geometric function, we can obtain the element strain 

matrix. Further, the element stiffness matrix Ki is 

obtained according to the variational principle 
[32]

.
.
 

The relationship between nodal displacements and 

equivalent loads is expressed as  

Ka=P                   (8) 

where K is the global stiffness matrix; P is the global 

vector of nodal equivalent loads; a is the global vector of 

nodal displacements, read as 

        (9) 

M is the total number of nodes in the discrete 

structure shown in Figure 3. Solving the Eq. (8) can we 

obtain the value of total nodal displacement components. 

Then the nodal stress and strain components can be 

obtained by substituting the above values into the 

geometric function and physical function
 [32]

. The global 

stiffness matrix is formulated as  

               (10) 

where Ki is the elemental stiffness matrix, and N is 

the total number of elements of the discrete structure in 

Figure 4. 

4 Numerical Analysis 

In this section, a domestic oil well is taken to study 

the stress field of the CCF multilayer composite system, 

the structural diagram is shown in Figure 5(a). According 

to the basic principle of elastic mechanics, the mechanical 

problem of CCF multilayer composite system is the 

axisymmetric strain in the plane. Therefore, a quarter of 

the model is modeled to analyze the stress distribution. 

The FEM meshing model is shown in Figure 5(b). The 

inner walls between casings, cement sheathes and 

formation are all set to be welded. The minimum 

horizontal in-situ stress is applied to the upper boundary 

of the model; the maximum horizontal in-situ stress is 

applied to the right boundary; the normal displacement 

constraint is applied to the bottom and left boundary of 

the model, respectively. 

The geometric and material parameters are listed in 

Table 2; the maximum of horizontal in-situ stress is 20 

MPa; the minimum of horizontal in-situ stress is 13 MPa; 

the pressure of drilling fluid pw is 30 MPa; 

Table 2  Geometric and material parameters of 

casing-cement-formation multilayer composite system, where 

the rinner represents the inner radius 

Material rinner/mm E/ GPa μ 

Casing-1 162.5 210 0.21 

Cement sheath-1 178.3 8.5 0.3 

Casing-2 229.1 210 0.21 

Cement sheath-2 248.0 8.5 0.3 

Formation 298.5 3.1 0.25 

 

Figure 5  Physical model (a) and meshing (b) of 

casing-cement-formation multilayer composite system 

  

Figure 6  Mises stress distribution on the inner walls of 

multilayer composite 

Figure 6 shows the mises distribution on the inner 

walls of casing-1, cement sheath-1, casing2 and cement 

sheath-2. It can be seen that the mises stress of casing-1 is 

larger than cement-1, and the mises stress of casing-2 is 

also larger than cement-2. This is because the elastic 

modulus of the casing is much larger than cement sheath. 

In addition, the mises stress distribution on the inner 

walls of casings and cements are non-uniform, which is 

caused by the deviatoric in-situ stress mentioned in Eq. 1. 

The above results are consistent in the mechanical 

analysis in section2, which verifies the numerical model 

of the CCF multilayer composite system. 
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Figure 7  Physical model of casing-cement-formation single 

composite system 

 

Figure 8  Mises stress distribution of inner and outer walls of 

cement sheathes, where 1 denote the cement sheath-1 in 

casing-cement-formation single composite system, and 2 denote 

the cement sheath in multilayer composite system 

Based on the values listed in Tab. 2, we also 

calculated a single layer CCF system without casing 2 and 

cement sheath 2, as shown in Figure 7. The mises stress 

distribution of cement sheathes in multilayer composite 

system and single layer composite system were plotted in 

Figure 8. Figure 8 indicates that the mises stress of cement 

sheath in multilayer composite system is apparently 

significantly small than that in single composite system. 

Compared to the single composite system, the mises stress 

on the inner wall of cement sheath in multilayer composite 

system is decreased by 3.4MPa, and 7MPa decreased on 

the outer wall. Therefore, it is easy to find that the 

multilayer composite system can effectively enhance the 

stability of the wellbore. 

In the rest of words, the sensitivity analysis of main 

influence mechanical parameters such as in-situ stress, the 

elastic of cement sheathes and the elastic of formation are 

conducted. Given the limited space, the cement sheathes 

shown in Figure 5(a), which is the most important and easily 

damaged in CCF system, is taken as the main study object. 

4.1 Elastic modulus of formation 

To investigate the effect of elastic modulus of 

formation, a range of sensitivity analysis conducted under 

the identical in-situ stress and modeling conditions. 

Figure 9 and Figure 10 shows the inner wall mises stress 

distribution of cement sheath-1 and cement sheath-2, 

respectively, for the values of elastic modulus of 

formation as 5GPa, 10GPa, 15GPa, 20GPa and 25GPa; 

Figure 10 presents the simulation results of the maximum 

mises stress versus the elastic modulus of formation.  

 

Figure 9  Mises stress distribution of cement sheath-1 inner 

wall under different elastic modulus of formation 

 

Figure 10  Mises stress distribution of cement sheath-2 inner 

wall under different elastic modulus of formation 

  

Figure 11  The variation of the maximum Mises stress on cement 

sheathes with different formation elastic modulus 

As revealed from the results, with the elastic 

modulus of formation varying from 5GPa to 25GPa, the 

mises stress in the cement sheath-1 and 2 decreases, 

which indicates that the multilayer composite system is 

endurable in the formation of high elastic modulus. The 

maximum mises stress of cement sheath-1 is greater than 

that of cement sheath-2 under the identical elastic 

modulus of formation. The slope of the maximum mises 

stress curve of cement sheath-2 is larger than that of 

cement sheath-1, which demonstrates that the cement 

sheath-2 is more sensitivity to the differences of the 

elastic modulus of formation. Based on the above, it is 

advised that the CCF multilayer composite system is 

more suitable for stratum with high elastic modulus. 

4.2 In-situ stress 

In order to demonstrate the effects of the in-situ 

stress on the stress distribution of CCF multilayer 

composite system, several numerical simulations under 

different in-situ stress are conducted. Under the constant 

in-situ stress ratio σh / σH = 0.7, calculations are developed 
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with several value sets of maximum horizontal and 

vertical in-situ stress listed in Tab. 3. Figure 12 and 

Figure 13 show the inner wall mises stress distribution of 

cement sheath-1 and cement sheath-2, respectively; 

Figure 14 illustra;5tes the simulation results of the 

maximum mises stress versus the in-situ stress.  

According to the results form Figure 12 and 13, with 

the σh is altered form 3MPa to 15MPa, the mises stress in 

the cement sheath-1 and 2 increases. In Figure 14, the 

slope of the maximum mises stress curve of cement 

sheath-2 is larger than that of cement sheath-1, which 

indicates that the cement sheath-2 is more sensitivity to 

the differences of the in-situ stress under the constant 

in-situ stress ratio σh / σH = 0.7. Additionally, when σh 

varying from 3MPa to 15MPa, the maximum mises stress 

of cement sheath-1 is greater than that of cement sheath-2, 

and the difference between these tends to close as the σh 

increases. Based on the above, it is advised that more 

attention should be paid to the design of cement sheath-2 

strength when the value of in-situ stress is too high. 

Table 3  In-situ stress of formation, where σH is the maximum 

horizontal in-situ stress, σh is the maximum vertical in-situ 

stress 

Number σH / MPa σh / MPa 

1 4.3 3 

2 8.6 6 

3 12.9 9 

4 17.1 12 

5 21.4 15 

 

Figure 12  Mises stress distribution of cement sheath-1 inner 

wall under different in-situ stress, where 1, 2, 3,4 and 5 

represent the in-situ set number in Table 3 

 

Figure 13  Mises stress distribution of cement sheath-2 inner 

wall under different in-situ stress, where 1, 2, 3,4 and 5 

represent the in-situ set number in Table 3 

 

Figure 14  The variation of the maximum Mises stress on 

cement sheathes under different formation in-situ stress listed in 

Table 3 

4.3 Elastic modulus of cement sheath 

For the CCF multilayer composite system, the 

mechanical parameter of material is one of keys to the 

mechanical performance. Actually, the mechanical 

properties of casing are generally constants in engineering, 

and the main difference between various cement sheath is 

elastic modulus. Therefore, the effect of elastic modulus 

of cement sheath on the multilayer composite system is 

mainly discussed in this section. A series of numerical 

simulations with different elastic modulus of cement 

sheath-1 and cement sheath-2 are conducted, respectively. 

4.3.1 Cement sheath-1 

Figure 15 and Figure 16 show the inner wall mises 

stress distribution of cement sheath-1 and cement 

sheath-2 when the elastic modulus of cement 

formation-1 is 5GPa, 25 GPa, 45 GPa and 65 GPa, 

respectively. Figure 17 exhibits the maximum mises 

stress versus the elastic modulus of cement sheath-1. 

Figure 15 shows that the inner wall mises stress of 

cement sheath-1 decreases with the increase of elastic 

modulus of cement sheath-1. According to the Figure 16, 

when the elastic modulus of cement sheath-1 increases, 

the values of mises stress decreases in the well angle is 

45° to 135°, and increases in the well angle is 135° to 

225°. Meanwhile, the maximum value of cement 

sheath-2 stays around 27Mpa. Figure 17 presents the 

simulation results of the maximum mises stress versus 

the elastic modulus of cement sheath-1, it is noticeably 

observed that the maximum mises stress of cement 

sheath-1 is much more sensitive than that of cement 

sheath-2.  

 

Figure 15  Mises stress distribution of cement sheath-1 inner 

wall under different elastic modulus of cement sheath-1 
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Figure 16  Mises stress distribution of cement sheath-2 inner 

wall under different elastic modulus of cement sheath-1 

  

Figure 17  The variation of the maximum mises stress on 

cement sheathes under different elastic modulus of cement 

sheath-1 

4.3.2 Cement sheath-2 

Figure 18 and Figure 19 shows the inner wall mises 

stress distribution of cement sheath-1 and cement 

sheath-2 when the elastic modulus of cement formation-2 

is 5GPa, 25 GPa, 45 GPa and 65 GPa, respectively. 

Figure 20 exhibits the maximum mises stress versus the 

elastic modulus of cement sheath-2. 

As revealed form the results, the maximum mises 

stress of cement sheath-1 decreases with the increase of 

the elastic modulus of cement sheath-2. On the contrary, 

the maximum mises stress of cement sheath-2 increases 

with the increase of the elastic modulus of cement 

sheath-2. 

  

Figure 18  Mises stress distribution of cement sheath-1 inner 

wall under different elastic modulus of cement sheath-2 

 

Figure 19  Mises stress distribution of cement sheath-2 inner 

wall under different elastic modulus of cement sheath-2 

  

Figure 20  The variation of the maximum Mises stress on 

cement sheathes under different elastic modulus of cement 

sheath-2 

Based on the comprehensive analysis of the elastic 

modulus of two cement sheathes, some suggestions are 

supposed that the elastic modulus of cement sheath-1 

should be set around 5GPa and the elastic modulus of 

cement sheath-2 should be set around 5GPa to 30GPa. 

This setting could effectively improve the stability of the 

CCF multilayer composite system. 

5. Conclusion 

The theoretical analysis of casing-cement-formation 

multilayer composite system is elaborated. The FEM 

model of CCF multilayer composite system is constructed 

and a series of numerical simulations are conducted. 

Results indicate that the CCF multilayer composite 

system possesses better performance than the CCF system 

with single casing and cement sheath. Meanwhile, the 

sensitivity analysis which is the main influence of 

mechanical parameters of cement sheathes and formation 

is conducted. 

In the inner wall of cement sheath-1 and cement 

sheath-2, the mises stress decreases as the elastic modulus 

of formation varying from 5GPa to 25GPa; and the mises 

stress increases as the in-situ stress increases, and the 

cement sheath-2 is more sensitivity to the in-situ stress 

under the constant in-situ stress ratio σh / σH = 0.7.  

Furthermore, the elastic modulus of cement sheath is 

essential for the stress distribution, in this paper, the 
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proper values of elastic modulus of cement sheath-1 and 

cement sheath-2 are 5GPa and 5GPa to 30GPa, 

respectively. This research can be helpful to design the 

structure of CCF multilayer composite system. 
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Abstract 

The optical properties of GaN-based blue light-emitting diodes (LEDs) are extremely important to study as these LEDs are utilized in 

a great many industries due to their excellent qualities, including high brightness, high energy efficiency, low energy consumption, and 

rapid reaction time. In this paper, Silvaco TCAD simulation software is used to do two-dimensional modeling and simulation of a 

GaN-based blue single quantum well vertical structure LED, with an emphasis on varied forward voltages, In components in InGaN, 

and quantum well thickness. The volt-ampere characteristic curve is compared and evaluated, as well as the energy band structure, 

carrier concentration, radiation recombination efficiency, electroluminescence spectrum, and internal current density distribution. The 

results show that when the forward voltage is 3.5V and the thickness of the quantum well is constant, the luminescence spectrum will 

show a red shift with the increase of the In content in the quantum well, and the luminescence spectrum will also show a red shift when 

the thickness of the quantum well is increased. However, when the quantum well thickness and In component are kept constant, the 

luminescence spectrum appears a red shift with increasing forward voltage. 

Keywords: GaN-based; Blue light; LED; Spectrum; Silvaco TCAD 

 

1 Introduction 

Light-emitting diode (LED) is a kind of 

semiconductor optoelectronic device that can convert 

electrical energy into light energy
[1]

. LED as a new 

energy-saving light source has many advantages: First, it 

has high efficiency and a long life; its power consumption 

is less than 10 times that of an incandescent lamp, and its 

service life can reach 100000 hours. Second, small size, 

fast response and rich colors (ultraviolet to infrared). 

Third, green environmental protection, free of mercury, 

lead and other heavy metal pollution. According to the 

relevant parameters, the forbidden band width of InN is 

0.7 eV and that of GaN is 3.4 eV 
[2]

. Different forbidden 

band thicknesses can be obtained by controlling different 

InN and GaN alloy components, and the forbidden band 

thicknesses range from 0.7eV to 3.4eV, and their 

wavelengths range from 365 nm to 1770 nm. By 

combining a blue LED light source with an already 

existing red LED light source and a green LED light 

source, the trichromatic idea may be used to generate a 

more realistic and practical white light
[3-5]

. InGaN-series 

materials used to make blue LEDs are widely employed 

in a variety of industries. Consequently, there has been a 

lot of interest in the research into the characteristics of 

blue GaN-based LEDs. The quantum wells formed in the 

energy band by InGaN and GaN materials, their 

thickness, and the amount of In components present will 

determine their luminous properties. Furthermore, the 

forward voltage, the amount of Al in the p-type AlGaN 

layer, the kind of substrate material, and the doping 

concentration all have a substantial impact on its 

optoelectronic properties
[6]

. In this study, a 

two-dimensional simulation model of a blue single 

quantum well LED based on GaN is created using the 

SilvacoTCAD simulation software's Atlas module, and 

the effects of forward voltage,In component in InGaN 

and quantum well thickness on a GaN-based blue single 

quantum well LED are explained and examined. 

2 Simulation and Analysis 

2.1 GaN-based LED structure 

The typical structure of a GaN-based single quantum 

well LED is a diode composed of p-type semiconductors 

and n-type semiconductors, which are composed of direct 

energy gap semiconductors. In p-type semiconductors, 

holes are the most abundant carriers, and in N-type 

semiconductors, free electrons are the most abundant 

carriers
[7-8]

. The GaN layer is usually used as the electron 

barrier layer and the InGaN layer as the electron potential 

well layer. In the actual production process, sapphire is 

Copyright © 2024 by author(s). This work is licensed under a Creative Commons Attribution-Noncommercial-No Derivative Works 4.0 License. 

Received on November 3, 2023; Accepted on December 10, 2023 

Research Article                                                                   Open Access 

 

http://www.viserdata.com/
https://creativecommons.org/licenses/by-nc-nd/4.0/


 

18                                                                         Mechanical Engineering Science  Vol. 5  No.2  2023 

commonly employed as the substrate material for 

GaN-based blue LEDs due to its high temperature 

resistance, high strength, good stability, and outstanding 

device quality. An InGaN/GaN single quantum well 

vertical structure LED on a sapphire substrate is used in 

this investigation. To simplify the model, a 300nm n-type 

GaN layer with a doping concentration of 1×1018 cm-3 

is formed on a 600nm sapphire substrate, followed by a 

3nm thick InGaN layer, as shown in figure 1. A 100 nm 

thick p-type AlGaN layer with a doping concentration of 

1×1019 cm-3 is then created as an electron barrier layer 

(EBL), confining free electrons in the quantum well area 

and preventing free electrons from exiting the active 

region. After the inclusion of suitable Al components, 

EBL may limit the diffusion of Mg-doped in the p-type 

GaN layer to the quantum well region, enhancing the 

luminous efficiency and optical decay characteristics of 

LED. Finally, a 500 nm thick p-type GaN layer was 

produced with a doping concentration of 1×1019 cm-3. 

P-electrodes are made of the metal Ni, whereas 

N-electrodes are made of the metal Ti. Figure 2 depicts 

the quantum well band diagram. The energy band in the 

quantum well is tilted when the input voltage is applied, 

holes and free electrons accumulate in the quantum well 

region, and the accumulated holes and free electrons 

transition in the barrier layer, resulting in a recombination 

phenomenon that causes LEDs to emit light 
[9-13]

. 

 

Figure 1  Schematic diagram of the basic structure of a 

GaN-based single quantum well LED 

 

Figure 2  Energy band diagram of the quantum well 

2.2 The influence of forward bias voltage 

LED volt-ampere characteristics are also known as 

current-voltage characteristics. When the forward voltage 

applied to the LED is less than the turn-on voltage, it is 

difficult to overcome the potential barrier caused by the 

PN junction's built-in electric field, which hinders the 

diffusion movement of most carriers and produces high 

resistance and low current, which are insufficient to make 

the LED glow. The potential barrier created by the PN 

junction's internal electric field is completely offset when 

the forward bias voltage is higher than the turn-on voltage. 

As a result, the current increases quickly, most carriers' 

diffusion motion is obviously accelerated, and the LED is 

turned on 
[14]

. According to the simulation findings, the 

opening voltage of the model's LED is around 3.2V, 

which corresponds to the real opening voltage range, as 

shown in figure 3. 

 

Figure 3  Volt-ampere characteristic curve of a GaN-based 

single quantum well LED 

At forward voltages of 3.0V, 3.5V, 4.0V, 4.5V, and 

5.0V, respectively, the electroluminescence spectra of an 

InGaN/GaN single quantum well vertical structure LED 

are shown in Figure 4. The LED light-emitting spectrum 

gains power density when the applied forward voltage is 

greater than the turn-on voltage, as shown in the figure. 

As the forward voltage rises, the peak wavelength 

gradually decreases, and the spectrum exhibits clear blue 

shift phenomena. Due to the carrier relaxation time in the 

conduction band (or valence band) being much shorter 

than the carrier lifetime, the carrier in the quantum well 

increases, shielding part of the built-in electric field, 

weakening the quantum-confined stark effect (QCSE), 

and the ground state in the well increases, so that the LED 

peak wavelength shifts to the short wave direction 
[15-16]

. 

 

Figure 4  Electroluminescence spectra of GaN-based single 

quantum well LED structures change with forward voltage 
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Figure 5  Relationship between the electroluminescence 

spectrum and energy of a GaN-based single quantum well LED 

structure 

In figure 4, when the forward voltage increases to 

3.5 V, the peak wavelength is 0.453 μm (453 nm). The 

simulation findings in figure 5 demonstrate that the 

energy is 2.73 eV, which is compatible with the 

theoretical estimates for the blue light peak wavelength 

range of 450 nm–490 nm and energy range of 2.53-2.76 

eV. When the forward voltage reaches 5.0V, the current 

density progressively increases, the luminescence spectrum 

shifts toward the blue, the purple luminescence peak occurs 

at 0.44 μm, and the peak wavelength shortens. Figures 

6(a)-(b) depict the flow direction of the device's internal 

current at 3.5 V and 5.0 V forward voltages, respectively. 

By enlarging the current cloud distribution map, it becomes 

clear that the current flows laterally in the lower portion of 

the n-type GaN layer and vertically downward in the p-type 

layer and well layer of the quantum well 
[17]

. The current 

also flows vertically downward in the upper part of the 

p-type layer of the quantum well 
[18]

. 

 

Figure 6  (a) Current density distribution cloud diagram of the 

LED model at forward voltage 3.5 V. (b) Current density 

distribution cloud diagram of the LED model at forward voltage 

5.0 V 

2.3 The influence of In component content 

Figure 7 depicts the VI characteristic curve of a 

GaN-based LED with varied In components. The 

simulation results show that when the In content grows, 

the turn-on voltage fluctuates little, indicating that the In 

component has little impact on the turn-on voltage of the 

LED. In the case of keeping other parameters and the 

thickness of the quantum well constant, by varying the 

concentration of the In component, the effect of the In 

component on the performance of the GaN-based blue 

LED was investigated. 

 

Figure 7 VI Characteristics of GaN-based LEDs with various In 

components 

Figure 8 shows the energy band structures of 

different In components, which are affected by the 

piezoelectric effect and spontaneous polarization effect in 

LEDs, resulting in a polarized electric field. In addition, 

the lattice constant of InGaN/GaN does not match, and 

the increase of In content will increase the interface stress 

of the InGaN/GaN layer and enhance the polarization 

electric field, this causes the energy band in the quantum 

well structure to tilt 
[19]

. The top of the valence band 

moves up, the bottom of the conduction band moves 

down, and the band gap width of the quantum well 

decreases. At the same time, the depth of the quantum 

well increases, thus increasing the relative barrier height, 

which increases the difficulty of carrier injection. 

Therefore, as the free electron and hole concentrations 

decline, so does radiation recombination efficiency, which 

in turn impacts LED luminous performance. 

 

Figure 8  Energy band structure of quantum wells with 

different In components 

Figure 9 shows the free electron and hole 

concentrations in GaN-based LED quantum wells with 

different In components. It can be seen from the 

simulation results that with the increase ofIn component, 

the free electron concentration near the n-type region 

decreases gradually and the hole concentration near the 

p-type region decreases gradually, which further confirms 

the results in figure 8, that is, as the free electron and hole 

concentrations in the quantum well decrease, the 

recombination efficiency is affected by the carrier 

concentration 
[20]

. Figure 10 shows the radiation 
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recombination efficiency in quantum wells with different 

In components. With the increase of In components, the 

radiation recombination efficiency decreases obviously, 

so the output efficiency is reduced, thus the  quantum 

efficiency of LED is reduced
[21]

. 

 

Figure 9 (a) Free electron concentration with different In 

components; (b) Hole concentration with different In 

components 

 

Figure 10  Radiation recombination efficiency with different 

In components 

Figure 11 shows the relationship between optical 

power and current of LED with different In components. 

With the increase of In content, the corresponding optical 

power at the same current decreases. At the same time, 

with the increase of In content, the lattice matching of 

InGaN and GaN increases, the radiative recombination 

efficiency decreases, and the non-radiative recombination 

efficiency increases, which also leads to a decrease in 

optical output power.
[22]

 As shown in figure 12, with the 

increase of the In component, the intensity of the power 

density decreases, the wavelength of the emitted photon 

increases gradually, and the peak wavelength shows a red 

shift to the long wave direction. 

 

Figure 11  Relationship between optical power and current of 

LED with different In components 

 

Figure 12  Changes of luminescence Spectra under different In 

components 

2.4 The influence of the thickness of the quantum well 

In the manufacturing process of LEDs, the 

thickness of the quantum well also affects their 

optoelectronic properties. The thickness range of a 

quantum well is generally 1–5 nm. The thickness of 

LED quantum dots well designed in this paper is 2nm, 

3nm and 4nm. The thickness of the quantum well will 

affect the polarization electric field. Due to the existence 

of the polarization electric field, the energy band, 

radiation recombination efficiency and other parameters 

are affected. In the simulation, the working voltage of 

the LED is set to 3.5 V. Figure 13 shows the VI 

characteristic curve of GaN-based LEDs with different 

quantum well thicknesses. It can be seen from the figure 

that there is little difference in the turn-on voltage of the 

three structures, but from the illustration in figure 13, 

the LED turn-on voltage of the 2nm structure is the 

smallest and the LED turn-on voltage of the 4nm 

structure is the largest. The turn-on voltage increases 

with the thickness of the quantum well. Through the 

analysis, we believe that the main reason why the 

turn-on voltage of the device increases with the increase 

in the thickness of the quantum well is that with the 

increase of the thickness of the quantum well, the series 

resistance also increases, increasing the required 

opening voltage. When the thickness of the quantum 

well decreases, the greater the current obtained at the 

same voltage 
[23]

. It can be seen from figure 14 that with 

the increase in the thickness of the quantum well, the tilt 

of the energy band increases.  

 

Figure 13  VI characteristic Curve of GaN-based LED with 

different Quantum well thickness 
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Figure 14  Energy band structure of quantum wells with 

different thickness 

This is due to the increase in the thickness of the 

quantum well, the enhancement of the polarization effect, the 

intensification of the QCSE and the decrease of the quantum 

efficiency of LED 
[24-26]

. Figure 15 shows the variation of 

LED luminous power with injection current at different 

quantum well thicknesses. When the quantum well thickness 

decreases, the LED's luminous power increases. 

 

Figure 15  Variation of LED luminous Power with injection 

current under different Quantum well thickness 

 

Figure 16  The curve of the radiative recombination efficiency 

of LED with the thickness of the quantum well 

 

Figure 17  Optical Power density of GaN-based LED with 

different Quantum well thickness 

Figure 16 shows the variation of the radiation 

recombination efficiency of LEDs with the thickness of the 

quantum well. The internal quantum efficiency declines as 

the quantum well's thickness increases due to a reduction in 

radiation recombination efficiency, this also validates the 

results in figure 17. The luminous power of LEDs decreases 

with the increase in thickness of the quantum well, and the 

peak wavelength shifts to the long wavelength, which leads 

to the red shift 
[27]

. We think that properly reducing the 

thickness of the quantum well will increase the luminous 

intensity of the device, the electric field formed by the 

carriers in the quantum well weakens the polarization 

electric field, reduces the influence of the QCSE, and the 

effective band gap of the quantum well expands obviously, 

which leads to the blue shift of the LED spectrum 
[28-29]

. 

3 Conclusion 

This article primarily simulates the forward voltage, 

the content of In in the quantum well, and the quantum 

well thickness. The results show that with the increase in 

voltage, the influence of QCSE is weakened, the peak 

wavelength of LEDs decreases gradually, and the 

luminescence spectrum shows an obvious blue shift. The 

range of In components set is 18% to 30%. the increase of 

the content of in will aggravate the polarization effect, 

cause the energy band to tilt, the injection of carriers is 

blocked, and the radiation recombination efficiency is 

reduced, so the luminous efficiency decreases, and the 

peak value of the spectrum shifts to the long wave, that is, 

the redshift occurs. As the thickness of the quantum well 

is reduced, the electric field created by the carrier 

weakens the polarization electric field, increasing the 

effective band gap of the quantum well, shifting the peak 

wavelength to the short wave, and resulting in a blue shift 

in the luminescence spectrum.To sum up, for the 

GaN-based blue LED with this structure, when the well 

thickness of the InGaN/GaN quantum well is set to 3 nm 

and the In content is 20%, the device shows good 

optoelectronic properties. This paper has a basic reference 

value for the actual design, optimization and related 

research of GaN-based blue LEDs. 
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Abstract 

In order to improve the accuracy of wind turbine fault diagnosis, a wind turbine fault diagnosis method based on 

Subtraction-Average-Based Optimizer (SABO) optimized Variational Mode Decomposition (VMD) and Kernel Extreme Learning 

Machine (KELM) is proposed. Firstly, the SABO algorithm was used to optimize the VMD parameters and decompose the original 

signal to obtain the best modal components, and then the nine features were calculated to obtain the feature vectors. Secondly, the 

SABO algorithm was used to optimize the KELM parameters, and the training set and the test set were divided according to different 

proportions. The results were compared with the optimized model without SABO algorithm. The experimental results show that the 

fault diagnosis method of wind turbine based on SABO-VMD-KELM model can achieve fault diagnosis quickly and effectively, and 

has higher accuracy. 

Keywords: Wind turbine generator; Fault diagnosis; Subtraction-Average-Based Optimizer (SABO);Variational Mode Decomposition 

(VMD); Kernel Extreme Learning Machine (KELM) 

 

1 Introduction 

Wind energy has the characteristics of clean, 

environmental protection, large reserves and wide 

distribution
 [1]

. It has become one of the indispensable 

energy sources in today's world, and wind turbines are 

also all over the world. Due to its poor working 

conditions and complex load conditions, in order to 

ensure the normal operation of the wind turbine and 

reduce the cost of operation and maintenance, it is 

necessary to overhaul the wind turbine regularly. Wind 

turbine fault types can be divided into electrical faults and 

mechanical faults, and air gap eccentricity 
[2]

 and 

inter-turn short circuit faults 
[3]

 are the fault types with 

high frequency in mechanical and electrical faults, 

respectively. Wind turbine fault will have a significant 

impact on safe and efficient production, so the research 

on fault diagnosis method of wind turbine is of great 

significance to ensure the steady operation of wind 

turbine and equipment maintenance.  

The generator fault signal is often accompanied by 

periodic impact, showing nonlinear and non-stationary 

characteristics. A large number of scholars have studied 

its fault diagnosis method 
[4-7]

. In literature 
[8]

, the deep 

convolutional network is used to extract the vibration 

signal features of wind turbine, and then the fault 

classification is completed through the fully connected 

neural network. The results show that the fault diagnosis 

rate of this method is higher than that of other comparison 

methods. Jing Huang and Ruping Lin 
[9]

 et al. used whale 

optimization algorithm to optimize variational mode 

decomposition (VMD) with sample entropy as their 

fitness function, and then extracted the optimal intrinsic 

mode functions (IMFs) energy entropy to realize the 

generator inter-turn short circuit fault diagnosis, which 

improved the accuracy of fault diagnosis. Kernel Extreme 

Learning machine (KELM) is an extension of extreme 

learning machine, which can deal with nonlinear 

problems efficiently. Iiterature 
[10]

 use the particle swarm 

optimization kernel extreme learning machine to diagnose 

the fault of rotating machinery, and a modified 

hierarchical multi-scale dispersion entropy calculation 

method is proposed. The results show that this methods 

can well complete the fault diagnosis of rotating 

machinery. The above scholars have proved the 

effectiveness of VMD and KELM in generator signal 

processing, but the selection of VMD and KELM parameters 

has a great impact on their result 
[11]

. Yong Lv 
[12]

 proposed a 

VMD optimization algorithm based on variable 

bandwidth control parameter strategy and center 

frequency adaptive convergence strategy. The actual case 

verifies that the optimized VMD can obtain more accurate 

and efficient results. 
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Pavel Trojovsky and Mohammad Dehghani proposed 

the Subtraction-Average-Based Optimizer (SABO) 
[13]

 

algorithm which is a mathematical metaheuristic algorithm 

based on mathematical concepts, foundations and 

operations in 2023. This method has fast convergence 

speed and good optimization results. This can prevent the 

dependence of the algorithm on specific middle group 

members, and through the optimization of this algorithm, it 

can avoid falling into local optimal solutions. 

This paper proposes a wind turbine fault diagnosis 

method based on SABO-VMD-KELM model.Firstly, the 

SABO algorithm was used to optimize the VMD 

parameters to obtain the best modal components, and the 

features of the modal components were calculated to form 

a feature vector, and the training set and the test set were 

divided according to different proportions. Secondly, the 

SABO algorithm was used to optimize the KELM 

parameters by using the error rate of the training set and 

the test set as the fitness function, and the SABO-KELM 

model was established. Finally, the test set data is input 

for fault diagnosis and classification. 

2 Fault Diagnosis Methods  

2.1 Basic Principle of SABO 

Unlike group-based metaheuristic algorithms 

inspired by various natural collective phenomena, the 

SABO  algorithm is a mathematical metaheuristic 

algorithm based on mathematical concepts, foundations, 

and operations. This method features fast convergence 

and effective optimization results. The specific principles 

of the SABO algorithm are as follows: 

(1) The search agent positions are randomly 

initialized in the search space. 

 (1) 

xi,d is its dth dimension in the search space (decision 

variable), M is the number of search agents, n is the 

number of decision variables, ri,d is a random number 

between 0 and 1, and lbd and ubd  are the lower and 

upper bounds of the dth decision variable. 

(2) The iterative process of SABO. 

The SABO algorithm is based on a newly proposed 

operation “  v”,which is defined by the −subtraction of 

the search agents Q from the search agent P,which is 

shown as follows: 

    (2) 

where  v is a vector of the dimension n, in which 

components are random numbers that are generated 

between 0 and 1, the operation “∗” represents the 

Hadamard product of the two vectors, F(P) and F(Q) are 

the values of the objective function of the search agents P 

and Q. 

In the SABO method we've proposed, the movement 

of a given search agent Xi within the exploration space is 

determined by averaging the differences between every 

other search agent Xj (where j equals 1, 2, ..., M) and the 

search agent Xi. Therefore, each search agent's updated 

location is computed using equation (3). 

  (3) 

where  is the new proposed position for the ith 

search agent Xi , M is the total number of the search 

agents, and  is a vector of the dimension n, in which 

components have a normal distribution with the values 

from the interval [0, 1]. 

Then, if this proposed new position leads to an 

improvement in the value of the objective function, it is 

acceptable as the new position of the corresponding agent, 

according to (4). 

             (4) 

where  and  are the objective function values of 

the search agents  and , respectively. 

2.2 VMD basic principles and optimization methods 

Variational Mode Decomposition is an adaptive 

signal processing algorithm for handling non-stationary 

and nonlinear signals. It can determine the central 

frequency and bandwidth of each intrinsic mode function 

component (IMFs) of the signal under a variational 

constraint framework, with the total bandwidth being 

minimal. The number of components is determined by the 

predefined number of decomposition levels K, then 

transforming the decomposition process of the original 

signal into the solving process of a variational problem. 

The specific steps are as follows: 

(1) obtain the unilateral spectrum of IMFs. 

            (5) 

Where ,  is the impulse function, and 

 is the k-th IMF obtained from decomposition. 

(2) Adjust the IMF spectrum to its fundamental band. 

Introducing the exponential operator  to adjust the 

spectra of each modal component to their fundamental 

frequency band B. 

       (6) 

Where ωk is the center frequency of the kth IMF. 

(3) Demodulate each IMF, estimate the bandwidth of 

each modal component, and construct a constrained 

variational model. 

   (7) 

Where δ(t) is the Dirac distribution function and ‖ ‖2 

is the 2-norm. 

To solve the above constraint model, the quadratic 
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penalty factor and Lagrange multiplier are introduced, so 

that the constraint problem can be transformed into an 

unconstrained problem. 

 

  (8) 

Where α is the quadratic penalty factor, and 〈  〉 

represents the inner product between vectors. 

The central frequency method 
[14]

 is usually used to 

determine the number of modal components in VMD. In 

this paper, the SABO algorithm is used to optimize the 

VMD's secondary penalty factor and the number of 

modal components K. The paper selects the minimum 

envelope entropy as the fitness function for VMD. 

Envelope entropy represents the sparsity characteristic 

of the original signal; when an IMF contains more noise 

and less characteristic information, the envelope entropy 

is higher, and vice versa. The fitness function serves as a 

criterion in the SABO-optimized VMD algorithm for 

evaluating the quality of search agent positions and is 

also an important factor influencing the quality of VMD 

results. The other parts of this paper are arranged as 

follows. Section II introduces the principle of fault 

diagnosis method, Section III summarizes the method 

process, and finally, the conclusion of this paper is 

obtained in the Section IV. 

2.3 SABO-KELM 

Kernel Extreme Learning Machine (KELM) is an 

improved algorithm based on Extreme Learning 

Machine (ELM) and optimized through a kernel 

function. KELM is capable of enhancing the predictive 

performance of the model while retaining the advantages 

of ELM. ELM is a single hidden layer feedforward 

neural network, whose objective function represented in 

matrix form is as follows. 

              (9) 

Where x is the input vector,h(x) and H are the hidden 

layer node outputs, β is the output weight; L is the desired 

output. 

Transform the network training into a problem of 

solving a linear system. It is determined according to the 

formula, where is the generalized inverse matrix of H. 

Introduce the regularization coefficient C and the unit 

matrix I to enhance the stability of the neural network. 

The least squares solution of β is shown in the 

formula(10-12). 

                (10) 

             (11) 

          (12) 

In this paper, Radial-Basis-Kernel function is 

introduced into ELM, and the kernel matrix is shown in 

formula(13-15), where is the formula of 

Radial-Basis-Kernel function. 

        (13) 

    (14) 

The objective function can be expressed as: 

      (15) 

Where  is the given training sample, N is the 

number of samples. 

This paper optimizes the regularization coefficient C 

and kernel coefficient of KELM using the SABO 

algorithm. The paper selects the error rate of the training 

and test sets as the fitness function for SABO-KELM. 

3 Fault Diagnosis Process 

Since the selection of parameters for VMD and 

KELM can impact their results, this paper uses the SABO 

algorithm to optimize the VMD secondary penalty factor、

the number of modal components and the KELM kernel 

coefficient、 regularization coefficient.  

The main method process of this paper is shown in 

the figure, and the specific steps are as follows: 

(1) Decompose the original signal using VMD; 

(2) Set the number of iterations, optimization 

dimensions, and optimization bounds for the SABO 

algorithm, using the minimum envelope entropy as the 

fitness function, and apply the SABO algorithm to 

optimize the number of VMD modal components and the 

secondary penalty factor; 

(3) Obtain the optimal IMF and calculate its mean, 

variance, kurtosis, effective value, peak factor, impulse 

factor, dispersion entropy, permutation entropy, and 

sample entropy to construct a feature vector;  

(4) Set parameters for the SABO algorithm, and use 

the error rate of the training and test sets to optimize the 

regularization coefficient C and kernel coefficient of the 

KELM model; 

(5) Select the Radial-Basis-Kernel function as the 

kernel function for KELM, input the training set feature 

matrix to train the KELM model; 

(6) Input the test set data into the SABO-KELM 

model to obtain prediction results. 
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Figure 1  Flowchart of fault diagnosis 

4 Experimental Analysis 

4.1 Experimental signal acquisition 

To verify the effectiveness of the proposed 

SABO-VMD-KELM model in this paper, experimental 

data from a LR-5 permanent magnet generator at North 

China Electric Power University is used. The test unit is 

an inner rotor permanent magnet wind power generator 

with a rated power of 5KW and a sampling frequency of 

5000Hz. Simulations were carried out for four different 

states of the generator under full load operation: normal 

operation, 10% radial static eccentricity fault of the air 

gap (RSAGE), 10% short-circuit fault in stator windings 

between phases A1-A4 (SISC), and two combined faults 

(RSAGE & RISC). Vibration signals from the stator were 

collected using a vibration acceleration sensor. The table 

below shows some of the collected data. 

 

Figure 2  Wind turbine experimental setup 

4.2 Analysis of VMD results 

Using SABO to optimize the VMD decomposition 

of stator vibration signals, obtaining the optimal IMF 

based on the minimum envelope entropy as the fitness 

function. Calculate its mean, variance, kurtosis, effective 

value, peak factor, impulse factor, dispersion entropy, 

permutation entropy, and sample entropy to construct a 

feature vector. Choose 100 signal groups under each of 

the four conditions – normal, RSAGE, SISC, 

RSAGE&RISC (labeled as 1, 2, 3, 4, respectively) – 

totaling 400 signal groups as input and label them as 

shown in the table below. Due to space limitations, the 

table only lists the effective value from the feature vector. 

Figure 3 shows the distribution of the effective values of 

the best IMF components in each group, which can only 

roughly distinguish the four operating states of the 

generator, but cannot achieve accurate diagnosis, so it 

needs to be further imported into KELM for analysis. 

Table 1  Grouping eature vectors 

Serial Number Valid value Lable 

1 2.5439 1 

… … … 

100 3.5242 1 

101 4.5712 2 

… … … 

200 4.5803 2 

201 3.2327 3 

… … … 

300 2.7084 3 

301 2.6484 4 

… … … 

400 2.0802 4 

 

Figure 3  Effective value distribution of the best IMF 

components for each group 

4.3 Analysis of KELM results 

To validate the effectiveness of the 

SABO-VMD-KELM model in fault identification and the 

impact of the training set proportion on the results, training 

and test sets with different data partition ratios were 

randomly extracted. The test set was then input into the 

model for classification, and the results are presented in the 

table. The results demonstrate that as the proportion of the 

training set gradually increases, the accuracy of the model's 

recognition also improves. This proves the good stability of 

the SABO-VMD-KELM model, which does not suffer 

from overfitting or underfitting, though the model training 

time also increases. The figure below shows the confusion 

matrix when the training set accounts for 60%. 



 

Mechanical Engineering Science  Vol. 5  No.2  2023                                                                         27 

Table 2  Results for different test set proportions 

Percentage of training set 30% 40% 50% 60% 

Accuracy/% 93.2 95.6 96.8 98.1 

Testing time/s 3.2 3.8 4.5 5.1 

  
(a)                         (b) 

Figure 4  Fault diagnosis results 

4.4 Comparison of methods 

To further illustrate the effectiveness of the method 

in this paper, The SABO-KELM model is compared with 

the particle swarm optimization (PSO) KELM model, 

SABO-optimized VMD feature vectors were imported 

into SABO-KELM and PSO-KELM models, and the fault 

accuracy rates were calculated as shown in the figure. The 

table shows that SABO-VMD-KELM outperforms 

PSO-KELM in terms of accuracy for normal, RSAGE, 

SISC, and RSAGE&RISC conditions, and also has a 

shorter training time, demonstrating the effectiveness and 

speed of the method presented in this paper. 

 
(a)SABO-KELM 

 

(b)PSO-KELM 

Figure 5  Comparison of method results 

Both models were subjected to ten repeated 

experiments, and the results showed that the correct 

diagnosis rate of SABO-VMD-KELM was consistently 

higher than that of PSO-KELM in all ten experiments. 

 

Figure 6  The results of ten times 

Table 3  Accuracy comparison 

Method Average accuracy/% 

SABO -KELM 98.75 

PSO-KELM 91.88 

5 Case Study of External Rotor Permanent 
Magnet Generator 

5.1 Experimental signal acquisition 

In order to further verify the effectiveness of the 

proposed method, the author uses the data of the outer 

rotor permanent magnet power generation motor model 

test unit for analysis. The following figure shows the 

experimental unit diagram of the outer rotor permanent 

magnet power motor model. 

 

Figure 6  Outer rotor permanent magnet generator set 

The moving-mode unit can simulate the external 

rotor permanent magnet generator RAGE, SISC, 

RSAGE&SISC, simulate the operation of external rotor 

permanent magnet generator by driving motor, and collect 

the vibration data of generator stator with sampling 

frequency of 5000Hz. The author recorded four kinds of 

generator fault data: normal, RSAGE, RISC, and 

RSAGE&SISC. The vibration data of each state was 

divided into 100 groups of signal sequences with length of 

2048, a total of 400 groups of samples, and the proportion 

of training set and test set was 60%. The specific data 

information description is shown in the table: 
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Table 4  Data information description 

Type of fault Number of training set groups Lable 

NORMAL 40 1 

RSAGE 40 2 

SISC 40 3 

RSAGE&SISC 40 4 

5.2 Analysis of results 

The author used SABO algorithm to optimize VMD 

parameters to extract the best IMF effective values for 

each group, and the results are shown in Figure 8. 

 

Figure 8  Effective value distribution of the best IMF 

components for each group 

The characteristics of different faults in Figure 3 are 

slightly different and have a certain degree of 

identification, but precise fault diagnosis and 

classification cannot be achieved. Therefore, the extracted 

feature vectors are input into the SABO-KELM model for 

training and testing to obtain the fault diagnosis rate, and 

the results are shown in Figure 9. 

 
(a) 

 
(b) 

Figure 9  Fault diagnosis results 

Only 2 of 160 groups of data were diagnosed 

incorrectly, and the accuracy of fault diagnosis reached 

98.75%, which proved the effectiveness of the proposed 

method again. 

6 Conclusion 

In order to improve the fault diagnosis accuracy of 

wind turbine, this paper proposes a wind turbine fault 

diagnosis method based on SABO-VMD-KELM model. 

The conclusions are as follows: 

(1) The SABO algorithm was applied to optimize 

the parameters of VMD and KELM, and the resulting 

SABO-VMD-KELM model achieved an average fault 

diagnosis accuracy rate of 98% for wind turbines. This 

demonstrates the effectiveness of the model in 

diagnosing faults in wind turbines and provides a 

reference method for research in fault diagnosis of 

wind turbines. 

(2) Using the same SABO-optimized VMD to 

decompose the original signal data, the accuracy rate of 

SABO-KELM is higher than that of PSO-KELM, 

demonstrating that SABO-KELM has a clear advantage 

in terms of generalization performance and accuracy. 
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Abstract 

The monitoring system designed in this paper is on account of YOLOv5 (You Only Look Once) to monitor foreign objects on railway 

tracks and can broadcast the monitoring information to the locomotive in real time. First, the general structure of the system is 

determined through demand analysis and feasibility analysis, the foreign object intrusion recognition algorithm is designed, and the 

data set required for foreign object intrusion recognition is made. Secondly, according to the functional demands, the system selects a 

suitable neural web, and the programming is reasonable. At last, the system is simulated to validate its functionality (identification and 

classification of track intrusion and determination of a safe operating zone). 

Keywords: Railway; Deep learning; YOLOv5; Image intelligent recognition; Obstacle detection 

 

1 Introduction 

Object detection in YOLO is seen as a regression 

concern, which determines the position of a bounding box 

and works out the probability of it attributing to a 

particular category. Use a single neural network to predict 

bounding box and class probabilities directly from the 

complete image in one evaluation
 [1]

.  

In the official code of YOLOv5 used in this project, 

the target detection networks given are respectively 

YOLOv5s, YOLOv5m, YOLOv5l and YOLOv5x models. 

YOLOv5 code network file is yaml format, network 

structure is very concise, using Leaky ReLU and Sigmoid 

as YOLOv5 activation function 
[2]

. 

YOLOv5 passes each batch of training data through 

the data loader and simultaneously enhances the training 

data. The data loader performs three kinds of data 

enhancement: scaling, color space adjustment, and 

Mosaic enhancement (Mosaic data enhancement does 

effectively solve the most troublesome "small object 

problem" in model training, that is, small objects are not 

as accurately detected as large objects). 

The authors of YOLOv5 provide us with two 

optimization functions, Adam, and SGD, and both have 

preset training hyperparameters to match (Default: 

SGD). The authors of YOLOv5 recommend that Adam 

is a more appropriate choice if you need to train smaller 

custom datasets, although Adam generally has a lower 

learning rate than SGD. But if you train large data sets, 

SGD works better for YOLOv5 than Adam. In fact, there 

has been no unified conclusion on which SGD or Adam 

is better in the academic community, depending on the 

actual project situation. If the optimization function is 

trained on a small custom data set, ADAM is a more 

suitable choice, but if the training of a large data set, the 

SGD optimization function is more frequently used. 

2 Feasibility Analysis 

2.1 Technical feasibility 

The YOLOv5 network model is the underlying 

structure of the back end of the system. This system 

wants to achieve efficient and high-speed recognition, in 

that the YOLOv5m network model
 [3]

 is adopted for data 

training. The data set was processed and annotated using 

the LabelImg tool to obtain the normalized data needed 

for YOLOv5 training. To sum up, method used in this 

paper is simple and clear, and can be completed in a 

short time. Besides, the front- and back-end interactions 

are hierarchical, and technically feasible. 

2.2 Operational feasibility  

The system uses a simple framework, reasonable 

training mode and design language to ensure the order 

and efficiency in the development process. Users can 

quickly complete their desired results through a clear 

interface UI. Therefore, the system is feasible in 

operation. 
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2.3 Economic feasibility 

The development cost is not high, since YOLOv5 is 

an open-source project on the Internet, it can be 

downloaded for free use. The back end uses the CPU for 

training. Users only need to access the system and upload 

pictures while let the system do the rest. In general, the 

development cost of this project is small, so it‟s 

economically feasible. 

3 Design of the System 

3.1 Foreign object recognition algorithm design 

Based on YOLOv5 algorithm model, this paper 

realizes the monitoring function of railway foreign 

objects intrusion, therefore, by obtaining the best training 

model (. best-py) after training the data set through the 

YOLOv5 algorithm model is the key to this function, and 

then proceed to the next step of foreign objects category 

judgment. The program background can call the YOLOv5 

algorithm model, and the PyQt5 module in Python is used 

to realize railway foreign object monitoring interface
 [4]

. 

After the training of YOLOv5 algorithm model is 

completed, the training file will be output to the user. 

User can set the format of general input, usually used .jpg 

format. The system will monitor the input information by 

invoking the training file. After monitoring, the interface 

will display the category size and influence range of 

foreign objects invaded by railway. 

3.2 General structure of system 

With the continuous progress of artificial intelligent 

machine learning, the Chinese rail transit industry can cut 

the cost of monitoring the railway. Due to the gradual 

emergence of image recognition assisted artificial 

monitoring, the vital research is to solve the security and 

dependability of the train undertaking. 

The biggest threat the train faces in the process is the 

impact of foreign objects on the railway, and the impact is 

mainly caused by human, animals, or stones etc. on the 

railway, hindering the normal train speed conditions. To 

avoid similar accidents, the railway safety department 

will set up warning signs or protective measures such as 

guardrail accordingly, but it‟s impossible to strictly 

inspect or clean every area all the time where the train 

travels, and because the standard rate of the train is 

generally above 150km/h, the operation of deceleration or 

emergency braking cannot be carried out in time when the 

railway foreign objects in the line of sight is encountered. 

Therefore, it‟s crucial to design a railway foreign object 

intrusion monitoring system reminding train drivers to 

implement different train speeds when encountering 

railway foreign objects at different distances. 

The monitoring process‟s interface of the entire 

railway foreign object intrusion system is carried out 

according to the overall system flowchart as indicated in 

Figure 1. 

 

Figure 1  Flowchart of the system‟s overall structure 

The specific process of this system is to upload the 

pictures that need to be monitored first and wait for the 

system to automatically read the images. The next step is 

to determine whether the system can successfully invoke 

the training file, which is trained previously. Therefore, a 

good recognition effect relates to the quality of the 

previously trained files. If the training file can be 

successfully called, the system will carry out the railway 

foreign object monitoring module, besides, it will return 

the foreign object position and affected region to the 

system after the checking is fulfilled. The system will 

classify different affected areas of the foreign object to 

different traveling speeds of the train according to the 

existing safe area range and transmit the data to the cab to 

give the driver the driving speed indication. Finish a 

series of commands to end the program of the system, 

exit the operation; If you cannot successfully call the 

training file, then directly end the program of the system, 

and exit the operation. 

Based on the in-depth study of domestic and foreign 

railway foreign object intrusion monitoring technology, 

this subject intends to adopt YOLOv5 algorithm to 

conduct real-time monitoring of railway foreign objects 

intrusion penetration. Due to the constraints of the test 

environment, the experiment cannot be carried out while 
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the train is running, so this subject will only analyze and 

discuss the theoretical test in the following chapters. 

The system preparation work designed in this project: 

download the YOLOv5 project to the local, configure 

Python3.9, and the environment operating system is 

Windows 10; IDE: PyCharm; Python version: anaconda 

Python3.9. This system uses the CPU of this device for 

training. If large-scale training, image and video 

recognition and other operations are carried out, the 

computer should be equipped with GPU
 [5]

. 

3.3 Creation of data set 

Since, there are no training samples for railway 

foreign object intrusion monitoring in the existing known 

data sets, this topic intends to adopt the method of manual 

labeling to build a group of suitable data sets to ensure 

that the algorithm model can obtain good training results. 

With Baidu and other search engines as the main data set 

source, the web crawler developed by Python was used to 

collect and download related pictures. According to the 

actual railway operation, five types of foreign bodies are 

mainly monitored, including rock, person, animal, car, 

and rabbit. Integrate all image data and unify into.jpg 

format. A total of 324 data sets were used to train the 

algorithm model. After consulting the literature on image 

recognition, we can get a conclusion that the optimal data 

set required for computer image training is at least 300 

pictures. Therefore, during the test, we plan to train more 

than 300 pictures first, and then continue to consider 

increasing the number of sample data sets if the effect is 

not as expected. 

After sorting, the existing data sets need to be 

labeled to improve the performance of the algorithm 

model. LabelImg was used to manually mark 324 pictures 

in the foreign objects‟ image data set on the railway and 

label them with categories. The connection of LabelImg 

tag is indicated in Figure 2. 

After manual annotation is completed, there are 

mainly two folders for storing related images and 

annotation information. One folder is called „images and 

the other folder is called „label‟. The label folder stores 

the label information (in .txt format), that is, the label file 

for target detection. The label information corresponds to 

the name of the image data set file one by one. 

 

Figure 2  The interface of LabelImg 

Open the designated mark file, as shown in Figure 3 

normalized data of railway foreign object categories and 

prior box coordinates. Each line in the .txt file represents 

a target, the x and y coordinates of the center point 

post-normalization, in addition to the breadth w and 

tallness h of the objective box. Besides, under the label 

folder, there is also a .txt file called „classes‟, which 

contains information about the class names of all the label 

boxes. After the annotation of 324 images in the training 

data set, the pre-processing of the data set is completed. 

 

Figure 3  Normalized data of railway foreign object categories 

and prior frame coordinates 

3.4 Regional division function 

Currently, two main methods of lane line detection 

exist domestically and internationally: one is a 

model-based approach, the other is a feature-based 

technique. The model-based detection method is to assign 

the lane to a sophisticated arithmetical model and fit the 

road line based on the model. The principle is to match 

the appropriate curve model for the lane lines according 

to the geometric features of the lane lines on the 

structured roadway, and then use the least square manner, 

Hough Transform to be the right size for lane principles
 [6]

. 

The widespread mathematical representations are linear, 

allegorical and spline models. This method has strong 

anti-interference ability to noise, but it also has 

drawbacks, that is, one lane model cannot adapt to 

multiple road scenes at the same time. 

Aspect-based detection method is to obtain the 

aspect information of lane lines from the pavement area 

through edge detection or threshold segmentation 

according to the feature information of lane lines 

themselves. This method has high requirements on the 

edge features of the lane lines and can obtain better 

results when the edge features are obvious, but it‟s very 

thoughtful to sound and has impoverished robustness. 

This project adopts a Transmission Hove based road 

segment recognition algorithm, that is, a model-based 

recognition method to complete the division of this area. 

Figures 4 and 5 are the original diagram and the effect 

diagram after adding the algorithm respectively. 

 

Figure 4  Original diagram 
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Figure 5  Effect diagram after adding the algorithm 

First, the picture is changed into HLS hue space. 

And then using the edge detection and threshold methods 

to detect the lane lines
 [7]

, the edge detection results are 

combined with the color detection results, and the 

L-channel is used to suppress the non-white information. 

According to the lane line information detected above, 

histogram method and sliding window method
 [8]

 are used 

to determine the exact position of the track line. The safe 

region algorithm can realize 4 vertices in the return region, 

that is, the two regions in Figure 3.5 are separated into the 

crimson region and the yellow region. The algorithm can 

return a total of 8 vertices, and then judge which area in 

the crimson and yellow area the foreign object belongs to 

according to the center coordinates of the object position 

recognized by YOLO, to realize the train deceleration or 

braking operation. 

3.5 Foreign object recognition function 

In the railway foreign object identification module, 

the user uploads the images that need to be detected, and 

the system stipulates that the images can only be 

uploaded in .jpg format. If the uploaded format doesn‟t 

belong to the specified format, it won‟t be uploaded. If 

the user isn‟t satisfied with the uploaded picture, or if 

there is an error in the uploaded picture, the picture can be 

cleared and then uploaded again. If the user confirms that 

the uploaded picture is correct, the system can detect the 

current picture, and the successful detection result is 

returned to the system. The widespread procedure is 

indicated in Figure 6 Flowchart of railway foreign object 

recognition module. 

The specific process of this system for foreign 

object recognition function is that the background 

monitoring personnel first upload the image that needs 

to be monitored, and if the image is successfully 

uploaded, wait for the system to automatically read the 

image; If the upload fails, upload the image again. The 

next step is to determine the user's next response, which 

can be divided into two steps, either to start recognizing 

the image uploaded by the user, or to clearly exit the 

image. If the user performs the identification 

undertaking, the system affects regardless of the 

successful identification. When the identification is 

successful, the monitoring result will be returned to the 

display without ending the program. While the 

discovery is not triumphant, the program of the system 

is ended directly, and the operation is withdrawn. 

 

Figure 6  Railway foreign object identification module 

flowchart 

Figure 7 shows the test recognition types and 

accurate results. It can be seen from the figure that the 

system has a high accuracy rate for the recognition effect 

of rail and a relatively low accuracy rate for the 

recognition effect of person, but the category judgment of 

both is correct. In view of the accuracy problem, in terms 

of subsequent training and data set collection, emphasis 

should be placed on the training and testing of 5 types of 

foreign bodies required for this subject (human, animal, 

stone, rabbit, car). 

 

Figure 7  Recognition type and accuracy (partial) 

4 Test and Analysis 

4.1 Model training 

YOLO algorithm is mainly composed of two parts, 

one is classification, the other is detection. The first 

method uses the image network for pre-training, while the 
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second one uses precise settings on the detection data. 

YOLOv5 pre-training is based on COCO data set, its 

official pre-training weight is based on FP16, and the 

training weight is based on FP32, which can double the 

storage space. In common object detection algorithms, the 

image is uniformly reduced to a standard size (such as 

416×416,608×608, commonly used by the YOLO 

algorithm) and transmitted to the detection network. 

However, YOLOv5 has been improved: In the actual use 

of the project, because various images, the size of each 

side is different, so after magnification, the size of the 

black edge on both sides is also discrepant, but more 

information will be added, thus affecting the speed of 

reasoning. In this way, on the original drawing, the 

adaptive addition of the smallest black edge can increase 

the reasoning speed by 37%. 

When YOLOv5 code is trained, first modify the 

training configuration. To create a .yaml file, it‟s 

necessary to create a mask_data.yaml file in the data 

folder primarily, then to modify the address and category 

parameters of this file. The category name is changed to 

the data set label name used in this project (rail, animal, 

person, rock, car, rabbit), that is, the arrangement folder 

of the data set is modified, as indicated in Figure 8, and 

training can be carried out after modification. 

 

Figure 8  Modify the configuration file of the data set 

4.2 Test result 

Before model training, the labeling of sample data 

sets was divided into two days, and continuous labeling 

was not done, which affected the recognition of some 

classes in some labeling information, resulting in a certain 

deviation in the final picture identification of alien thing 

types. The confusion matrix of the training model is 

indicated in Figure 9. 

 

Figure 9  The confusion matrix of the training model 

The explanation is as follows: the x-coordinate is the 

correct classification, and the y-coordinate is the 

classification predicted by the model. 

The target detection model usually outputs many 

detection boxes, and we measure the detection effect of 

the model by counting and calculating whether each 

detection box can detect various proportions of the target. 

Therefore, we will divide the detection box into the 

following 4 cases, and the basis for judgment is mainly 

through calculating the intersection ratio IoU. The IoU 

intersection ratio function can be used to evaluate object 

detection algorithms
 [9]

. By calculating the ratio of 

intersection and union of two bounding boxes, it can be 

used to determine whether the object detection algorithm 

is running well. The two compelled container are 

compelled box and ground reality reference standard 

respectively. Therefore, the IoU is designed to evaluate 

whether the object positioning algorithm is precise, that is, 

the IoU measures the relative size of the overlap between 

two compelled boxes. A way to measure positioning 

accuracy: As a general convention for computer detection, 

if the IoU is above 0.5, the prediction is acceptable; If the 

IoU equals to 1, the predicted and actual boxes overlap 

perfectly. The manual threshold for an IoU is 0.5. If you 

want to be strict, you can set a higher threshold, and the 

higher the threshold is, the better the accuracy is. 

The confusion matrix, also known as the error matrix, 

is a level arrangement used to act for exactness 

evaluations and is represented by a matrix of n lines and n 

columns. The specific assessment lists of mistake matrix 

contain overall accuracy, cartographic accuracy, user 

accuracy, etc. These exactness lists can show the 

exactness of image categorization from different aspects. 

According to the confusion matrix of the training model, 

it isn‟t difficult to draw a conclusion that the system has a 

total of 6 categories, of which 3 categories have recognition 

rates above 0.5, and 3 categories have recognition rates 

below 0.5, namely rock (1), animal (3) and car (6). The 

identification speeds of these three classes are relatively 

small. In the subsequent iterations, emphasis will be given to 

strengthening training of these categories. 

In the P diagram of exactness speed, the level 

coordinate is confidence, and the upright coordinate is 

accuracy. In general, the accuracy P-graph raises with the 

increase of trust. After the training of this model, the average 

accuracy rate of all categories is around 0.901, and most 

bends indicate a slow rising tendency with the raise of 

confidence, among which rail has a better accuracy rate. It 

can be inferred that rail is better than other categories in 

terms of data set annotation, or it may be because rail has 

more pictures. Enables the program to recognize specific 

data more effectively, as shown in Figure 10. 

The loss layer is the end point of the CNN. Blob two 

binary large objects can be entered. Blob contains the 

predicted result and the actual mark. After carrying out 

undertakings on the given two inputs, the Loss Function 

of the existing network, that is, L(θ) is produced, with θ 

standing for the vector space of the weight in the network. 

The intent of machine learning is to look for the best L(θ) 
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that is available. Therefore, the weight of θ is the lowest, 

which can be accomplished by a series of optimization 

algorithms (such as SGD, etc.). The loss function is 

obtained through the calculation of forward transfer and is 

used as the beginning of backward transfer. 

 

Figure 10  P-Graph 

The YOLO series is based on objective scores, class 

probability scores, and border regression scores to 

calculate losses. YOLOv5 uses GLOU loss as the 

boundary box loss, YOLOv5 uses binary cross entropy 

and partial logarithm loss function to calculate the class 

probability and target score loss, and we can also use the 

fl_gamma parameter to activate the focus loss to calculate 

the loss function. 

When the training network is normal, the loss value 

of the training set decreases and the val_loss value of the 

test set decreases, which is the most ideal situation. 

Box_loss refers to the loss function for predicting the 

position of the box, cls_loss refers to the class loss 

function, and obj_loss refers to the loss function for 

whether there are objects in the grid. As can be seen from 

Figure 11, the box_loss on the extreme left suggests that 

the training network is functioning correctly. The obj_loss 

and cls_loss images in the center demonstrate that the loss 

value of the training set is fluctuating, while the loss 

value of the test set stabilizes and increases. When the 

loss value of the test set is stable, the network overfitting 

can be solved by the following two methods: ① When 

the data set is not problem, the dropout layer can be added 

to the "middle depth" of the network or the network depth 

can be reduced successively; ②When there is a problem 

with the data set, all the data sets can be shuffled and 

redistributed. When the loss value of the training set and 

the loss value of the test set rise at the same time, this is 

mainly due to the structural design of the network, the 

setting of instruction hyperparameters, and the definition 

of the data set. 

When the value of the loss function is small, it 

indicates that the forecasted value is nearer to the true 

value, producing a better effect. Box_loss is the loss 

function for the location of the prediction box, and 

cls_loss is the loss function for the class, and obj_loss 

refers to the loss function of whether there are objects in 

the grid. It can be seen from Figure 11 that the position 

and category of the prediction box in this data set are 

within a good measurement range, while the training 

effect of .obj is not good. As can be seen from the graph, 

the fluctuation is quite drastic. 

 

Figure 11  Loss function result curve 

5 Conclusion 

Based on the demand analysis of the overall system, 

the feasibility of railway foreign object intrusion 

monitoring system based on YOLOv5 was determined in 

this subject. The overall framework and process were 

designed through the improvement means of computer 

program engineering, and the program was grown. The 

railway foreign object intrusion monitoring system has an 

easy-to-understand interface, which facilitates users to 

expedite the monitoring process and accomplish the aim 

of high rate and high effectiveness. 

The model recognition rate in the first training is 

less than 30%. After analysis, the selection of data sets 

has problems, and the overall data set features are not 

obvious, which has a great obstacle to training. The 

model recognition rate of the second training is about 

50%. After analysis, it is found that the number of data 

sets is not enough, and there are fewer types of railway 

foreign objects, which leads to unsatisfactory overall 

training effect. After knowing the reason, the whole data 

set was adjusted, and training file and other parameters 

have been set. In short, the training model with the 

recognition rate of 73% was obtained, which was in line 

with the expected level. 
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Abstract 

Lane detection is an important aspect of autonomous driving, aiming to ensure that vehicles accurately understand road structures as 

well as improve their ability to drive in complex traffic environments. In recent years, lane detection tasks based on deep learning 

methods have made significant progress in detection accuracy. In this paper, we provide a comprehensive review of deep 

learning-based lane detection tasks in recent years. First, we introduce the background of the lane detection task, including lane 

detection, the lane datasets and the factors affecting lane detection. Second, we review the traditional and deep learning methods for 

lane detection, and analyze their features in detail while classifying the different methods. In the deep learning methods classification 

section, we explore five main categories, including segmentation-based, object detection, parametric curves, end-to-end, and 

keypoint-based methods. Then, some typical models are briefly compared and analyzed. Finally, in this paper, based on the 

comprehensive consideration of current lane detection methods, we put forward the current problems still faced, such as model 

generalization and computational cost. At the same time, possible future research directions are given for extreme scenarios, model 

generalization and other issues. 

Keywords: Deep learning; Lane detection; Image segmentation; Object detection; Parametric curves 

 

1 Introduction 

With the continuous development of autonomous 

driving technology, lane detection, as a key link in 

application scenarios such as autonomous driving and 

intelligent parking, plays a crucial role in ensuring that the 

vehicle accurately understands the road structure and travels 

in complex traffic environments. After more than a decade of 

development, lane detection methods 
[1-2]

 have evolved 

through an evolutionary process, from early traditional 

methods, including image processing 
[3-4]

 and feature 

processing 
[5]

, to current deep learning methods 
[6-9]

. Despite 

the continuous emergence of new detection methods, 

accuracy and robustness are still the focus of attention in 

lane detection tasks. With the introduction of deep learning 

methods, the performance of lane detection has been 

improved compared to traditional methods, but due to the 

dataset and other influences, the resulting accuracy is still 

limited. Although some scholars have proposed 

corresponding solutions, there are still some limitations. 

This paper is devoted to a comprehensive review of 

lane detection tasks based on deep learning methods in 

recent years, aiming to provide insights into the latest 

advances in the field. First, this paper will introduce the 

background of the lane detection task, including the lane 

dataset, factors affecting lane detection, as well as 

traditional lane detection methods and related deep 

learning methods. By categorizing deep learning 

methods and analyzing their advantages and 

disadvantages, it will provide readers with a clear 

research background. 

In the deep learning methods section, this paper will 

explore segmentation 
[10]

, object detection 
[11]

, end-to-end, 

parametric curves and keypoint 
[12-14]

 based methods, so 

as to provide a comprehensive understanding of the 

characteristics of various lane detection methods. 

Through a brief comparative analysis of some typical 

models, this paper will highlight their advantages and 

limitations in different aspects. 

Finally, based on the comprehensive consideration of 

the current lane detection methods, this paper presents the 

problems still faced by the current methods, such as 

computational cost and model generalization, and puts 

forward some suggestions and solutions to provide the 

readers with insightful thoughts on the future research 

direction in this field. Through this review, this paper 

expects to provide more comprehensive and in-depth 

references and insights for the research and practical 

applications in the field of lane detection. 

2 Background 

As one of the popular tasks in the field of 
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computer vision, lane detection is widely used in 

application scenarios such as autonomous driving. 

With the rapid development of computer vision, lane 

detection methods have achieved remarkable success in 

terms of accuracy and robustness. Therefore, an 

introduction to lane detection and common datasets as 

well as factors affecting the datasets can help to gain a 

deeper understanding of the importance and progress of 

this task. 

2.1 Lane detection 

In a lane detection task, the vehicle system must be 

able to accurately capture and represent the shape 

characteristics of the lane. This usually involves the 

accurate detection and modeling of various types of lane 

lines on the road, including solid lines, dashed lines, 

curves, etc. Accurate lane detection not only contributes 

to the stability of the vehicle while traveling, but also 

provides critical decision support such as keeping the 

vehicle in the correct lane, vehicle turning, etc. 

In the process of lane prediction, the shape features 

of lane lines need to be extracted and represented with 

high accuracy. Also, for different types of lane lines such 

as solid and dashed lines, the vehicle system needs to be 

able to correctly recognize their start and end points as 

well as curvature information. 

Different environmental conditions need to be 

considered in order to obtain accurate lane shapes, such 

as lighting changes, bad weather, and nighttime driving. 

Lane lines may exhibit different visual characteristics in 

different environments, so the detection system needs to 

be robust to environmental changes so that it can adapt to 

a variety of complex real-world situations. 

2.2 Common lane datasets 

A lane dataset is a set of image data used to train and 

evaluate lane detection algorithms. These datasets usually 

contain images of road scenes, which include lane lines, 

road signs, other traffic signs and environmental 

information. Such datasets are critical for research and 

development of lane line detection algorithms because 

they provide the diversity and complexity of lane lines in 

the real world. Four common datasets are shown below: 

(1) CULane, a dataset provided by the University of 

Hong Kong, which extracts 133,235 images from 55 

hours of Beijing road video data collected by a 

vehicle-mounted camera and contains image data of 

traffic scenes under various weather conditions. 

(2) TuSimple, 6408 images were extracted by 

collecting lane images of foreign highways under general 

weather conditions. 

(3) ApolloScape, a dataset provided by Baidu's 

Apollo autonomous driving team. It provides large-scale 

image and point cloud data containing images from 

different scenes such as cities and highways. 

(4) BDD100K, a dataset created by Berkeley Deep 

Learning Lab for autonomous driving scenarios. The 

dataset contains diverse urban traffic scenarios. The 

dataset contains a large number of diverse images and 

videos totaling over 10,000 samples covering different 

weather conditions, traffic scenarios, and driving 

environments. The content of the dataset covers various 

road types such as city roads and highways, and provides 

rich annotation information including the location and 

shape of lane lines. 

2.3 Factors affecting lane detection 

In the field of lane detection, the key factors 

affecting model performance mainly originate from lane 

datasets containing information about various road scenes 

such as city roads, highways, and rural roads 
[15-16]

. While 

providing training samples, these datasets also carry rich 

realistic background information, which involves various 

aspects such as illumination changes 
[17]

, object occlusion, 

and road deformation. In this subsection, we will delve 

into the factors affecting lane detection in order to fully 

understand the realistic context of model training. The 

common influencing factors are as follows: 

(1) Influence of lighting changes. Changes in 

lighting conditions are one of the factors that cannot be 

ignored in lane detection. Lighting conditions such as 

strong light, low light, and shadows may lead to changes 

in the appearance of lane lines, thus affecting the 

visibility of lane lines. 

(2) The effect of object occlusion. In the actual road, 

vehicles, pedestrians or other obstacles may obscure part 

of the lane line, making it partially or completely 

invisible, resulting in the model is difficult to detect the 

lane completely. 

(3) The effect of road deformation. Over time, roads 

can change the appearance of lane lines due to wear and 

tear, dirt, rain or snow, increasing the complexity of 

detection. 

(4) The effect of weather changes. Different weather 

conditions, such as rain, snow or fog, can affect the 

appearance of the lane or completely cover the lane line, 

thus affecting the visibility of the lane line. 

(5) The impact of complex lanes. Some roads may 

contain multiple lane lines, intersections or roundabouts, 

and other complexities, which puts higher demands on 

lane detection.  

3 Traditional Lane Detection Methods 

In the development history of lane detection, a series 

of image processing techniques were used in the early 

stage, mainly including two aspects of image processing 

and feature extraction. This section will introduce these 

two aspects one after another. 

3.1 Image processing 

Image processing focuses on the alteration of the 

overall image to adjust the appearance of the image or 

enhance specific information by using a variety of 
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predefined operations such as filtering, smoothing and 

edge detection. This approach is robust in manipulating 

the image as a whole, especially in different 

environments and scenes. However, it is relatively rigid 

and not flexible enough to adapt to changes in different 

tasks, requires manual selection and adjustment of 

image processing operations, and usually relies on the 

experience of domain experts. However, with the 

development of computer vision field, feature extraction 

methods gradually replace the traditional image 

processing methods. Among the image processing 

methods, the main ones are: 

(1) Edge detection
[18]

, which detects changes in pixel 

values in an image in order to determine the edge 

structure in the image. In lane detection, edge detection 

helps in identifying the road edges and provides the 

underlying geometric information. 

(2) Color filtering
[19]

, an image processing method 

that uses color information to emphasize or suppress 

colors in an image by filtering a specific color channel or 

setting a color threshold, which helps to emphasize the 

color of road markings. 

(3) Hough transform
[20-21]

, which helps to extract the 

geometric information of the road by mapping the pixels 

in the image to the parameter space so as to find the 

points in the parameter space that share the maximum 

accumulation to represent the geometric shapes in the 

image. 

(4) Optical flow method
[21-22],

 a technique to obtain 

motion information by analyzing the motion of pixels in 

an image between successive frames. In lane detection, 

the optical flow method can be used to recognize the 

motion of vehicles and the environment, thus providing 

information about the location of the lane lines. 

(5) Curve fitting
[23-24]

, using a geometric model, is 

performed by mathematical representation such as 

polynomials, and optimization techniques such as least 

squares are used for curve fitting. 

3.2 Feature extraction 

Feature extraction is concerned with extracting 

informative local features from an image to capture key 

information in the image and provide effective input for 

subsequent tasks. The design of feature extraction is 

more flexible in that the features used to represent the 

information in an image can be selected and designed 

manually. Although manual design of features is 

required, it is more flexible compared to image 

processing and does not necessarily require expert level 

experience. In addition, feature extraction can be 

computationally expensive depending on the complexity 

required for the design and computation of the selected 

features, but is robust in the case of relatively stable 

local features. Among the feature extraction methods, 

the main ones are: 

(1) Scale-invariant feature transform (SIFT), SIFT is 

a method for image feature extraction by detecting key 

points in an image and using local feature descriptors 

around these key points. In lane detection, SIFT can be 

used to detect key points in road structure and to describe 

road texture. 

(2) Histogram of oriented gradients (HOG), HOG is 

a method for extracting image features by analyzing the 

gradient direction of local regions in an image. In lane 

detection, HOG can be used to describe the edges and 

textures in the image to provide strong support for lane 

detection. 

(3) Region of interest (ROI) extraction, Feature 

extraction is performed by defining and selecting regions 

of interest in an image and focusing attention on these 

regions. In lane detection, road regions can be identified 

by a priori knowledge or image segmentation techniques 

to reduce computational complexity and increase the 

reliability of features.  

A comparison of image processing and feature 

extraction features is given in Table 1. The table shows 

the differences between the two methods by comparing 

the features of image processing and feature extraction. 

Table 1  Features Comparison of Image Processing and 

Feature Extraction 

Characterist

ics 
Image Processing Feature Extraction 

Target 
Focus on geometric structure 

and edge extraction 

Capture of local 

features and textures 

in images 

Robustness 
Need to deal with varying 

environmental conditions 

Robust to some local 

feature stabilizing 

Design 

Using predefined operations 

such as filters, edge 

detectors, etc. 

Manual selection and 

design of feature 

representations 

Cost Usually faster to compute 
Depends on the 

features design 

Flexibility 
Not flexible enough to adapt 

to different tasks 

Flexibility to adapt to 

different tasks 

Dependenc

y 

Requires human selection 

and adaptation of image 

processing operations 

Features have to be 

designed manually 

Generalizab

ility 

Constrained by a priori 

knowledge and design 

Some generalization 

capability when local 

features are stable 

4 Deep Learning Based Lane Detection 

The emergence of convolutional neural networks 
[25]

 

marks the shift from traditional methods to deep learning 

methods 
[26]

 in the field of lane detection. Convolutional 

neural networks bring significant performance 

improvements to lane detection tasks with their powerful 

feature extraction capabilities and end-to-end learning. In 

the face of complex road situations and different 

environmental changes, CNNs are able to capture and learn 

the key information in the image more effectively, laying 

the foundation for accurate and robust lane detection. 
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4.1 Overview of network model classification 

In this subsection, the network models for lane 

detection based on different methods, including 

segmentation, object detection, end-to-end, parametric 

curves and keypoint methods, are explored in depth to 

reveal in more detail the wide range of applications and 

advantages of convolutional neural networks in lane 

detection. 

(1) Segmentation methods, through deep learning 

networks, such as semantic segmentation models, classify 

images at the pixel level to achieve fine-grained 

recognition and localization of lane lines. Through 

convolution and pooling layers, segmentation methods 

are able to accurately delineate lane regions in an image, 

providing more precise information for subsequent 

decision making. 

(2) Object detection methods, such as YOLO 
[27]

 and 

Faster R-CNN 
[28]

, accurately locate and recognize the 

lane portion of an image by region detection through 

convolutional and fully connected layers. object-based 

detection methods can be categorized as two-stage, 

single-stage. and anchor-based methods. Choosing the 

appropriate method can effectively solve the problem of 

detecting different types of lanes and improve the 

adaptability and robustness of the model. 

(3) The end-to-end methods, by constructing an 

end-to-end neural network structure, learns the feature 

representation of lane lines directly from the original 

image, avoiding the manual feature extraction step in the 

traditional approach. This approach simplifies the model 

design process and makes lane detection more intuitive 

and efficient. 

(4) The parametric curves approach, a key step in 

optimizing the performance of deep learning models. By 

adjusting the parameters such as the number of layers and 

nodes of the convolutional neural network, the model is 

better adapted to different road conditions, thus 

improving the accuracy of lane detection. 

(5) Keypoint methods, which is used to recognize 

the key feature points of the lane lines in the image, 

including the start point and the end point. Through 

convolution and pooling layers, the key point method can 

effectively capture the important information of lane lines 

in images. 

 

Figure 2  Major methods of deep learning-based network 

models, including segmentation (in blue), object detection (in 

red), end-to-end (in black), curve fitting (in pink) and keypoints 

(in yellow) 

In the field of lane lines, many excellent network 

models have appeared and played an important role. From 

the traditional convolutional neural networks to the 

Transformer 
[29]

 model that has emerged in recent years, 

these models provide a variety of options for achieving 

accurate and efficient lane detection. Figure 2 illustrates 

typical approaches based on deep learning network models 

and lists the network models covered in this paper. 

4.2 Segmentation methods 

Segmentation based methods are based on dividing 

different pixels into different parts and labeling them 

according to classification rules. These methods usually 

include semantic segmentation, instance segmentation 

and panoramic segmentation. 

4.2.1 Semantic segmentation 

Semantic segmentation 
[30-32]

 aims to assign each 

pixel in an image to a specific semantic category so that 

pixels of the same category are labeled as the same region. 

In lane segmentation, the goal of semantic segmentation 

is to classify each pixel in an image as belonging to a lane 

or background. Common semantic segmentation 

networks include SegNet, U-Net, FCN, and DeconvNet, 

which achieve pixel-level prediction through convolution 

and upsampling operations. 

In the early days, the use of CNNs greatly simplified 

the process of extracting image features. In 2014, 

Jonathan Long et al 
[33]

 advanced the field of semantic 

segmentation by proposing fully convolutional networks. 

FCN 
[33]

 successfully achieved pixel-level semantic 

segmentation labeling of the entire image through 

convolution and up-sampling operations. In the following 

year, a series of network models with encoder-decoder 

structure emerged to further optimize the semantic 

segmentation task. Among them, models such as SegNet, 

DeconvNet, and U-Net became important representatives. 

SegNet, proposed by Vijay et al 
[34]

, utilizes the 

encoder-decoder structure to regularize the up-sampling 

and down-sampling operations and improve the accuracy 

of segmentation. DeconvNet, proposed by Hyeonwoo 

Noh et al 
[35]

, and Olaf U-Net proposed by Ronneberger et 

al 
[36]

 also adopt this structure. 

4.2.2 Instance segmentation 

The goal of instance segmentation 
[37]

 is to split 

different instances (e.g., different lane lines) in an image 

and assign unique identifiers to each instance. This 

method can be used to distinguish between multiple 

parallel lane lines. 

Common lane instance segmentation models include 

ENet, DeepLabv3+, and LaneNet. ENet was proposed by 

Adam Paszke et al 
[38]

 in 2016, and successfully achieved 

fast and accurate instance segmentation in 

resource-constrained scenarios by designing efficient 

network structures and operations. In the following years, 

DeepLabv3+ and LaneNet appeared, where DeepLabv3+ 
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is based on an improved version of the DeepLab family, 

which employs null convolution to expand the sensory 

field so that it can better capture the contextual 

information of images. And LaneNet 
[39]

, an instance 

segmentation network focusing on the lane detection task, 

cleverly combines the ideas of semantic segmentation and 

instance segmentation, and achieves accurate 

segmentation of lane lines by assigning each pixel in the 

image to a lane category and identifying each lane 

instance. The LaneNet architecture, as depicted in Figure 

3, comprises a segmentation branch that creates a binary 

lane mask, and an embedding branch that generates an 

N-dimensional embedding for each lane pixel. The 

embeddings ensure that pixels from the same lane are 

close together and those from different lanes are far apart. 

After removing background pixels using the segmentation 

map, lane embeddings are clustered around their 

respective centers for identification. Existing models 

based on instance segmentation still face some 

challenges on complex scenes in terms of robustness, Yi 

Sun et al 
[40]

 proposed CenLaneNet for robustness. 

CenLaneNet achieves improved robustness and 

performance by combining instance segmentation and 

lane center estimation.  

 

Figure 3  LaneNet architecture framework. The embedding 

branch is located at the top, while the segmentation branch is 

located at the bottom. Different lane instances are distinguished 

using different colors 

4.2.3 Panoramic segmentation 

Panoramic segmentation 
[41-42]

 is the segmentation of 

an image at a higher level. In lane detection, panoramic 

segmentation can be used to separate different regions of 

the entire road (e.g., lanes, sidewalks, lawns, etc.). This 

helps to understand the road scene more comprehensively. 

PSPNet 
[43]

 is able to capture different scale contextual 

information and enhance the understanding of the 

panoramic scene by introducing a pyramid pooling module. 

The DeepLab family, including DeepLabv3 and 

DeepLabv3+, allows for detailed panoramic segmentation of 

the road scene through techniques such as null convolution. 

UNet employs an encoder -decoder structure that can be 

used to segment road areas and other environmental 

elements for panoramic scene understanding. 

A comparison of the segmentation-based approaches 

is shown in Figure 4. the respective goals of interest for 

semantic, instance and panoramic segmentation are 

distinguished by color. 

 

Figure 4  Comparison plot based on segmentation methods. (a) 

Original image. (b) Region of interest for semantic 

segmentation. (c) Region of interest for instance segmentation. 

(d) Region of interest for panoptic segmentation 

4.3 Object Detection Methods 

4.3.1 Single-stage 

Single-stage object detection methods are known for 

their simplicity and efficiency. These methods usually 

predict the location and class of the object directly 

through a single neural network model. YOLO, SSD and 

EfficientDet are representative algorithms among them. 

YOLO 
[27]

, as a classical single-stage network, 

divides the image into grids and performs object 

detection and localization on each grid while predicting 

the category of the object. By accomplishing all tasks in 

a single forward propagation. SSD proposed by W. Liu 

et al 
[44]

 simultaneously predicts objects of different sizes 

by convolving them at different scales, allowing it to 

efficiently deal with multi-scale objects. EfficientDet 

proposed by Mingxing Tang et al 
[45]

 focuses on the 

design of the network in terms of its lightweighting and 

performance enhancement, which allows it to perform 

well in the perform well in environments with limited 

computational resources. It achieves a significant 

performance improvement on the object detection task by 

optimizing the network depth and width, as well as 

adopting a bi-directional feature network structure. 

4.3.2 Two-stage 

Two-stage object detection methods adopt a staged 

strategy for object localization and classification. A 

typical two-stage includes first generating candidate 

regions and then classifying and regressing the locations 

of these regions. Mask R-CNN and Faster R-CNN are 

representatives of two-stage methods. 

Mask R-CNN 
[46]

,as depicted in Figure 5, achieves 

instance segmentation based on object detection by 

introducing additional branches to generate a mask of the 

object. This enables the model to understand the objects in 

the image at a finer granularity. Faster R-CNN is a classical 

two-stage object detection model that generates candidate 

regions by introducing Region Proposal Network (RPN) 

and performs classification and location regression in the 

subsequent stages. It effectively combines the two tasks of 
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candidate generation and object detection, providing a 

reliable basis for accurate object detection. 

 

Figure 5  Mask R-CNN framework for instance segmentation 

4.3.3 Anchor-based method 

In recent years, the application of anchor-based 

methods has also attracted attention. The main idea of 

anchor methods is to predefine a set of anchor frames or 

anchor points through which object detection and 

localization can be performed. Tu Zheng et al 
[47]

 

proposed a CLRNet model that first detects lanes with 

high-level semantic features by combining the lane a 

priori information, and then performs refinement based 

on the low-level features 
[47]

. Hao Ran et al 
[48]

 proposed 

FLAMNet, as depicted in Figure 6, with a flexible line 

anchor mechanism, which enhances local detail extraction 

and global semantic information modeling by 

continuously correcting the position of line anchors in 

order to improve detection performance and 

computational efficiency. Zichen Yu et al 
[49]

 proposed 

DALNet, a dynamic anchor line-based detection network. 

This network introduces an innovative dynamic anchor 

line generator that dynamically generates appropriate 

anchor lines for each track instance based on the position 

and shape of the tracks in the input image. These 

dynamically generated anchor lines not only reflect the 

positions of the tracks more accurately, but also 

outperform the predefined anchor lines as positional 

references. Zequn Qin et al 
[50]

 considered lane detection 

as an anchor-based sequential classification problem, 

which effectively expands the sensory field and optimizes 

the complex scene problem by using hybrid anchors to 

represent the coordinates of the lanes. 

 

Figure 6  FLAMNet Overview. Features from various layers 

are pooled and aggregated via the PPAM module. These features 

then undergo global dependency modeling with the DSAformer, 

while local and global information fusion is performed using the 

SGFF module 

4.4 End-to-end methods 

The end-to-end lane detection method avoids the 

manual feature extraction step in traditional methods by 

constructing an end-to-end network model that learns the 

feature representation of lane lines directly from the original 

image. This approach enables the model to directly output 

information such as the location and shape of lane lines. 

In recent years, several end-to-end lane detection 

methods have emerged. Among them, DeepLanes, 

proposed by Alexandru Gurghian et al 
[51]

, employs deep 

neural networks to reliably estimate the location of lane 

markers in an end-to-end manner through a classification 

architecture. On the other hand, Davy Neven et al 
[52]

 

proposed an instance segmentation method to train an 

end-to-end detection network containing two branches by 

transforming the lane detection problem into instance 

segmentation. In addition, Ruijin Liu et al 
[53]

 viewed lane 

detection as an approximate curve problem, and proposed 

an end-to-end method that directly outputs the lane shape 

model parameters, which utilizes the self-attention 

mechanism of Transformers and is able to learn richer 

contextual information. 

4.5 Parametric curves methods 

In lane detection, parametric curve or curve fitting is 

a common method that describes the shape of lane lines 

by fitting mathematical curves. 

PolyLaneNet, as depicted in Figure 7, proposed by 

Lucas Tabelini et al 
[18]

 uses the idea of polynomial fitting, 

which describes the curve shape of lane lines by learning 

polynomial coefficients. This method is more flexible and 

can adapt to different shapes of lane lines, thus improving 

the accuracy of detection. LSTR proposed by Ruijin Liu 

et al 
[53]

 combines the ideas of lane line segmentation and 

tracking, and realizes the parametric curve fitting of lane 

lines by regression method. The model focuses on 

modeling the temporal information of lane lines, which in 

turn improves the adaptability to dynamic scenes. 

BezierLaneNet proposed by Zhengyang Feng et al 
[54]

 

uses Bezier curves for fitting lane lines, and represents 

the shape of the lane lines by learning the control points 

of the Bezier curves. This method is more flexible in 

expressing curves and is especially suitable for irregularly 

shaped lane lines. 

 

Figure 7  Overview of the PolyLaneNet. From left to right: the 

model receives as input an image from a forward-looking 

camera and outputs information about each lane marking in the 

image 

4.6 Keypoint methods 

Key point method is a method to achieve lane 
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detection by identifying important feature points of lane 

lines in an image, such as start and end points. These 

particular points are critical for understanding the shape 

and direction of the lane lines, hence the name keypoints. 

The goal of the keypoint method is to detect and localize 

these keypoints automatically by using computer vision 

algorithms or deep learning models to provide detailed 

information about the location and shape of the lane lines. 

In recent years, Yeongmin Ko et al 
[12]

 proposed 

PINet, a deep learning based lane detection method, 

whose main feature is that it introduces the idea of 

location awareness and iteration to better capture the 

location information of lane lines. Through many 

iterations, PINet gradually optimizes the detection 

performance for lane lines. In addition, FOLOLane 

proposed by Z. Qu et al 
[55]

 adopts a flow field guided 

approach to combine the lane detection problem with the 

flow field task. This unique design allows the model to 

better understand the dynamic information in the image 

and improve the accurate detection of lane lines. GANet 

proposed by Jinsheng Wang et al 
[56]

, introduces a novel 

perspective to lane detection. It directly links each key 

point to the starting point of its lane line, improving 

efficiency by eliminating point-by-point extension. This 

association is achieved by predicting offsets to global lane 

starting points, enabling parallel processing. Additionally, 

the Lane Perception Feature Aggregator (LFA) captures 

local correlations between adjacent key points, enhancing 

global associations with local information. The GANet 

architecture is shown in Figure 8. 

 

Figure 8  GANet architecture. Confidence map and offset map 

are combined into group, each representing a lane instance 

4.7 Summary of various lane detection algorithms 

based on deep learning 

In this section, we give summarize the approaches, 

advantages and limitations of representative deep learning 

based lane detection algorithms. In this paper, we 

categorize these algorithms into segmentation-based, 

object detection, end-to-end, parametric curves, and 

keypoint detection methods. Table 2 demonstrates the 

representative segmentation methods. 

In segmentation-based lane detection methods, this 

paper divides segmentation methods into three 

categories according to the goal of processing: semantic 

segmentation, instance segmentation, and panoramic 

segmentation. The representative FCN model replaces 

the fully connected layers with convolutional layers to 

form a fully convolutional structure, which allows the 

model to receive input images of arbitrary size and 

generate dense pixel-level predictions. However, it is 

worth noting that FCN does not fully consider the 

relationships between pixels. After the FCN model, the 

encoder-decoder structure is widely used for semantic 

segmentation tasks. The SegNet model and the U-Net 

model are based on the FCN model, which employs an 

encoder-decoder structure for semantic segmentation 

tasks. This structure effectively improves the ability to 

model inter-pixel relationships. DeconvNet employs a 

convolution-inverse convolution structure, similar to the 

encoder-decoder structure. For instance segmentation 

tasks, ENet is a lightweight segmentation network that 

focuses on high real-time and low latency. However, due 

to its lightweight structure, for some complex tasks, ENet 

may perform poorly in terms of adaptability. DeepLabv3+ 

improves segmentation accuracy by employing null 

convolution and decoder modules, but requires more 

computational resources to obtain results. The LaneNet 

model and CenLaneNet model focus on autonomous 

driving scenarios, utilizing a multi-branching approach to 

achieve low Latency. In the panoramic segmentation task, 

the PSPNet model, based on the FCN model, introduces 

the pyramid pooling module to establish the connection 

between local and global features, thus improving the 

segmentation accuracy. However, the pyramid pooling 

module increases the computational complexity and 

memory utilization of the network, resulting in the model 

requiring more computational resources. 

Table 2  Representative segmentation methods 

Method Network Strengths Limitations 

Segmenta

tion 

Semantic Segmentation 

Fcn[33] 
Using Full 

Convolutional Structure 

Does Not Consider 

Pixel Relations 

Segnet[34] 
Encoder-Decoder 

Structure 

Sensitive To Complex 

Scenes 

Deconvnet 
Up-Sampling Using 

Deconvolutional Layer 
Overfitting 

U-Net[36] 

U-Shaped Structure 

With Encoding And 

Decoding Processes 

Requires More 

Training 

Instance Segmentation 

Enet[38] 
Lightweight Network 

Structure 

Less Generalizable To 

Complex Scenes 

Deeplabv3

+ 

Introduces Decoder 

Module 

Restricted By 

Resources 

Lanenet[39] 
Focuses On Lane Line 

Segmentation 

Low Scene 

Generalization 

Cenlanenet
[40] 

Incorporates Center 

Line Extraction Idea 

Road Detection Needs 

Improvement 

Panoramic Segmentation 

Pspnet[43] 
Introduces Pyramid 

Pooling Module 

Restricted By 

Resources 

Deeplabv3

+ 

Panoramic 

Segmentation Performs 

Well 

Restricted By 

Resources 

In the lane detection method based on object detection, 
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in this paper, we will categorize the lane detection 

methods based on object detection into single-stage and 

two-stage approaches, and additionally consider 

anchor-based methods. Typical single-stage models such 

as YOLO have fast detection speeds and are relatively 

weak in small object detection due to the fact that each 

mesh can only predict one category. SSD employs 

multi-scale feature maps for detecting objects of different 

sizes to enhance small object detection, but still performs 

relatively weakly. EfficientDet uses network scaling to 

balance the size and performance of the model. Two-stage 

methods have higher detection accuracy than single-stage 

methods, but are usually slower and require more 

computational resources. Typical two-stage methods are 

Faster R-CNN and Mask R-CNN. Anchor-based method 

are CLRNet, UFLD and so on. Table 3 demonstrates 

representative object detection methods. 

Table 3  Representative object detection methods 

Method Network Strengths Limitations 

Object 

detection 

Single-stage 

YOLO[27] 

Fast scenes with 

high real-time 

performance 

Poor performance 

on small object 

inspection 

SSD[44] 

Multi-scale feature 

map detection for 

variable-size 

objects 

Poor performance 

on small object 

inspection 

EfficientDet[45] 

Combining 

efficiency and 

performance 

Poorer 

performance than 

some complex 

models 

Two-stage 

Mask 

R-CNN[46] 

Introduction of 

mask segmentation 

Complex, high 

computational 

requirements 

Faster 

R-CNN[28] 
Classic two-stage 

Relatively slow, 

high hardware 

requirements 

Anchor-based method 

CLRNet[47] 

Incorporating a 

priori lane 

information 

May need further 

adaptability for 

other object 

inspection tasks 

FLAMNet[48] 

Using line anchors 

to improve detail 

and global 

modeling 

capabilities 

May need further 

generalization for 

special scenarios 

DALNet[49] 

Allows model to 

handle different 

tasks concurrently 

Multi-task 

combination may 

increase model 

complexity 

UFLD[50] 

Uses lightweight 

design for model 

streamlining 

Slightly slower to 

perform in some 

scenarios 

In end-to-end lane detection based approaches, the 

model maps directly from learning inputs to outputs, 

simplifying the model tuning process. Representative 

approaches such as DeepLanes focus on convolutional 

neural network structure, which reduces manual feature 

design but is limited by computational resources and 

dataset size. LaneNet focuses on the lane detection task, 

which improves the real-time performance of the model, 

but the training and computational costs are relatively 

high. LSTR, on the other hand, improves the adaptability 

to dynamic scenes by introducing a tracking mechanism, 

but requires more data to train the model and adjust the 

parameters. Table 4 shows representative end-to-end 

detection methods. 

Table 4  Representative end-to-end detection methods 

Method Network Strengths Limitations 

End-to-End 

DeepLanes[51] 

Introduces 

deep neural 

network for 

end-to-end  

Variety of training 

data and scenarios 

can limit 

performance 

LaneNet[39] 
Focus on lane 

line detection 

Requires more data 

and computing 

resources 

LSTR[53] 

Directionally 

output lane 

shape model 

parameters 

Requires more 

training data for 

complex scenarios 

Curve fitting methods construct lane shapes by 

modeling them mathematically. A typical PolyLaneNet 

model uses polynomials for fitting lanes. Although 

PolyLaneNet can adapt well to different shapes of lane 

shapes, the polynomial fitting performance is not 

flexible enough in complex scenarios such as excessive 

curvature. Compared with the implementation, 

BezierLaneNet uses Bessel curves to fit the lanes, which 

can flexibly adapt to various curve shapes. However, the 

computation is relatively complex and requires more 

computational resources. LSTR, on the other hand, can 

better focus on contextual information to capture lane 

shapes by introducing a self-attention mechanism, but 

the model also requires more data to optimize the 

parameters. Table 5 shows representative parametric 

curve methods. 

Keypoint methods detect lane shape and direction by 

constructing special points. Typical models include PINet, 

FOLONet and GANet. 

Among them, PINet introduces location awareness 

and iteration, but there is still room for improvement in 

its adaptability. It can perform well in ordinary scenes 

but may be limited when dealing with complex scenes. 

FOLONet adopts flow field guidance to improve 

detection accuracy by considering the motion 

relationship between pixels. Although flow field 

guidance helps to better understand the dynamic changes 
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in the image, the performance may be low in special 

scenes. On the other hand, GANet employs generative 

adversarial networks to improve the robustness and 

generalization of the model. Although this method 

performs better in handling complex scenes, the 

corresponding computational cost is high, which makes 

it potentially limited in some resource-constrained 

applications. Table 6 demonstrates representative 

keypoint methods. 

Table 5  Representative parametric curve methods 

Method Network Strengths Limitations 

Parametric 

curve 

PolyLaneNet[18] 

Polynomial 

fitting of lanes 

with different 

shapes 

Requires more 

tuning and 

optimization for 

complex 

scenarios 

LSTR[53] 

Focus on 

global 

information 

using 

self-learning 

mechanism 

Requires more 

data sets to tune 

parameters 

BezierLaneNet[54] 

Flexibility to 

fit different 

curved line 

shapes 

Requires more 

computing 

resources when 

dealing with large 

data sets 

Table 6  Representative key point approach 

Method Network Strengths Limitations 

Keypoints 

PINet[12] 

Introduction of location 

awareness and iteration 

to incrementally optimize 

lane line detection 

performance 

Needs to be 

optimized for 

complex scenarios 

FOLONet 
[55] 

Introduction of flow field 

guidance to improve 

detection accuracy 

Lower performance 

is possible in some 

special scenarios 

GANet[56] 

Introduces generative 

adversarial network to 

improve robustness and 

generalization ability 

Higher hardware 

requirements and 

higher 

computational costs 

5 Problems and Pspects 

Lane detection still faces the impact of datasets and 

other factors that will directly or indirectly limit the 

ability of lane detection methods to address complex 

scenarios, as well as their potential to improve 

generalization capabilities, real-time performance, and 

adaptability. The issues of complex scenarios, data 

diversity, real-time requirements, model generalization, 

and computational cost are explored in detail below: 

(1) In complex scenarios, complex road conditions, 

multi-lane intersections, road construction and other 

complex scenarios make the lane detection task more 

complicated. The lane lines may be curved, bifurcated, 

widened, etc., which increases the difficulty of the 

detection algorithms to adapt to irregular shapes. In 

addition, the existence of a large number of 

intersections, pedestrian crossings and other scenarios 

require the lane detection model to maintain high 

accuracy in these cases, which increases the 

complexity of the algorithm. 

(2) The diversity of data from different geographic 

locations, road types and traffic environments requires 

lane detection models to have strong generalization 

capabilities. Lack of sufficient data training for various 

complex scenarios can easily lead to model performance 

degradation in new scenarios, and more samples and 

more comprehensive datasets are needed to improve the 

robustness of the model. 

(3) Real-time applications such as autonomous 

driving require high real-time lane detection. Timely and 

accurate acquisition of lane line information is crucial for 

decision making and control. Therefore, the model needs 

to complete the image processing and prediction in a 

limited time, which puts higher demands on the 

computational efficiency and speed. 

(4) The generalization performance of the model in 

unknown environments is a key issue in the field of lane 

detection. Due to changes in actual road and traffic 

conditions, the model needs to maintain accuracy under 

different conditions. Fully considering the 

generalizability of the model so that it can operate stably 

in various real-world scenarios is an urgent problem to 

be solved at present. 

(5) With the continuous development of deep 

learning models, some advanced models may have higher 

requirements on computational resources. The rising 

computational cost may make it difficult to realize 

real-time processing in practical applications, especially 

on embedded devices. Therefore, researchers need to seek 

more efficient model structures and computational 

optimization methods while maintaining model 

performance. 

Facing these problems, researchers are constantly 

seeking innovative solutions. From the algorithmic 

perspective, some novel deep learning structures and 

attention mechanisms have been introduced to better 

handle complex scenarios and improve generalization. 

In terms of data, more comprehensive and diverse 

datasets are constructed for training to improve model 

adaptability. Meanwhile, computational efficiency 

improvement is also a hotspot in current research, 

reducing the computational burden through model 

pruning and lightweight network design. 

In future research, more attention needs to be paid 

to the robustness of the model under extreme conditions, 

such as extreme weather and light conditions. In 
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addition, further improvement of real-time performance, 

innovation of data enhancement techniques, and 

optimization of computational efficiency of deep 

learning models will be important directions to solve the 

current problems. 

6 Conclusion 

This paper provides an exhaustive summary of 

deep learning-based lane detection algorithms, which is 

divided into three main parts: First, the background of 

lane detection is introduced, including lane detection, 

lane line datasets, and factors affecting lane detection. 

Second, the traditional methods for lane detection and 

network models for different deep learning methods are 

presented, including segmentation-based, object 

detection, end-to-end, parametric curve, and keypoint 

methods. In the deep learning methods section, the 

advantages and limitations of various models are listed 

in detail. Finally, the complex scenarios, data diversity, 

real-time requirements, model generalization, and 

computational costs faced by lane detection are 

discussed in depth. 

Overall, the researchers proposed various innovative 

solutions, including novel deep learning structures, 

attention mechanisms, more comprehensive dataset 

construction, and computational efficiency improvement. 

Future research directions will focus on addressing model 

robustness in complex scenarios, improving real-time 

performance, innovative data augmentation techniques, 

and optimizing the computational efficiency of deep 

learning models. 
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