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Abstract 

Remote sensing image segmentation has a wide range of applications in land cover classification, urban building recognition, crop 

monitoring, and other fields. In recent years, with the booming development of deep learning, remote sensing image segmentation 

models based on deep learning have gradually emerged and produced a large number of scientific research achievements. This article 

is based on deep learning and reviews the latest achievements in remote sensing image segmentation, exploring future development 

directions. Firstly, the basic concepts, characteristics, classification, tasks, and commonly used datasets of remote sensing images are 

presented. Secondly, the segmentation models based on deep learning were classified and summarized, and the principles, 

characteristics, and applications of various models were presented. Then, the key technologies involved in deep learning remote 

sensing image segmentation were introduced. Finally, the future development direction and application prospects of remote sensing 

image segmentation were discussed. This article reviews the latest research achievements in remote sensing image segmentation from 

the perspective of deep learning, which can provide reference and inspiration for the research of remote sensing image segmentation.  

Keywords: Remote sensing image segmentation; Deep learning; Split tasks; Model classification; Key technology 

 

1 Introduction 

Remote sensing image segmentation is the process 

of dividing remote sensing images into different regions, 

and it is an important basis for remote sensing image 

analysis. The quantity, quality and diversity of remote 

sensing images have been improved with the updating of 

remote sensing platforms and sensors, bringing more 

data and higher requirements for remote sensing image 

segmentation. However, remote sensing image 

segmentation also faces challenges such as data scarcity, 

high annotation cost, large scale variation, class 

imbalance, complex background, etc., which affect the 

performance and adaptability of remote sensing image 

segmentation. In order to overcome these challenges, 

improve the accuracy and efficiency of remote sensing 

image segmentation, deep learning, a technique of 

automatic feature learning, has been widely applied and 

developed in the field of remote sensing image 

segmentation. Deep learning can use large amounts of 

data and complex network structures to automatically 

learn the features and patterns of remote sensing images, 

achieve end-to-end training and inference, and be 

applicable to various segmentation tasks. This paper 

reviews the concept, task, dataset, model classification, 

technical characteristics, development direction and 

application prospect of remote sensing image 

segmentation from the perspective of deep learning, and 

provides a reference perspective for the research and 

application of remote sensing image segmentation. 

Remote sensing images are images of the earth’s 

surface observed from a distance by sensors mounted on 

remote sensing platforms such as aircraft or artificial 

satellites. Remote sensing images have characteristics 

such as high spatial resolution, high spectral resolution, 

and high spatiotemporal coverage, and can reflect the 

physical, chemical, biological and other information of 

the earth’s surface. Image segmentation is the basis of 

many visual understanding systems, and remote sensing 

image segmentation applies image segmentation 

techniques to the field of remote sensing, achieving 

pixel-level classification of remote sensing images, 

which has important applications in fields such as 

environmental monitoring, urban planning, land resource 

utilization, etc. Remote sensing image segmentation, as a 

special image segmentation task, encounters the 

following three main problems in the research process:  

The objects of interest in remote sensing images 

have large scale variations, ranging from a few pixels to 

thousands of pixels, which leads to the multi-scale 

problem, making it difficult to locate and identify the 

objects of interest.  
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The background in remote sensing images is more 

complex and diverse, due to the influence of factors such 

as terrain, landform, season, illumination, etc., there are 

large intra-class differences and small inter-class 

differences in the background,
 [1]

 which leads to low class 

separability, making it easy for the objects of interest to 

be confused with the background.  

The foreground objects in remote sensing images 

occupy a relatively small proportion, compared to the 

target objects in natural images, the foreground objects in 

remote sensing images often only occupy a small part of 

the image,
 [2]

 which leads to the foreground-background 

imbalance problem, making it easy for the objects of 

interest to be ignored or occluded. 

2 Remote Sensing Images and Remote 

Sensing Image Segmentation Tasks 

In this section, we mainly introduce the types of 

remote sensing images and the common tasks and 

datasets of remote sensing image segmentation. 

2.1 Common types of remote sensing images and their 

characteristics 

According to the different ways of sensor mounting, 

imaging, and sensing electromagnetic waves, remote 

sensing images can be divided into various types, each of 

which has its own characteristics and application fields. 

Here are some common types of remote sensing images 

and their characteristics:  

Hyperspectral remote sensing images: 

Hyperspectral remote sensing images refer to remote 

sensing images that are imaged by remote sensing 

sensors in continuous narrow bands, usually containing 

hundreds to thousands of bands. Due to the complex 

characteristics of hyperspectral data, the accurate 

classification of hyperspectral data is challenging for 

traditional machine learning methods. In addition, the 

spectral information captured by hyperspectral imaging 

has a nonlinear relationship with the materials it 

corresponds to. In recent years, deep learning has been 

recognized as a powerful feature extraction tool that can 

effectively solve nonlinear problems. Driven by these 

successful applications, deep learning has also been 

introduced to hyperspectral remote sensing image 

classification and has shown good performance 3. 

Figure 1 shows an example of a hyperspectral remote 

sensing image.
[3,4]

 

Synthetic aperture radar remote sensing images: 

Synthetic aperture radar remote sensing images refer 

to remote sensing images that are imaged by 

electromagnetic waves in the microwave band, usually 

obtained by synthetic aperture radar sensors mounted 

on platforms such as satellites or aircraft. Synthetic 

aperture radar remote sensing images can reflect the 

geometric features, roughness, dielectric constant, etc. 

of the objects, and are suitable for monitoring and 

analysis of terrain, landform, earthquake, landslide, 

etc. The characteristics of synthetic aperture radar 

remote sensing images are that they are not affected by 

weather, illumination, etc., and can achieve 

all-weather, all-day observation 4, but they also have 

problems such as complex scattering mechanism, low 

image quality, interference fringes, etc. Figure 2 shows 

an example of a synthetic aperture radar remote 

sensing image. 

Lidar remote sensing images: Lidar remote sensing 

images refer to remote sensing images that are imaged by 

electromagnetic waves in the laser band, usually 

obtained by lidar sensors mounted on platforms such as 

satellites or aircraft. Lidar remote sensing images can 

reflect the elevation, morphology, structure, etc. of the 

objects, and are suitable for monitoring and analysis of 

surface elevation, buildings, vegetation, aerosols, etc.
[5]

 

The characteristics of lidar remote sensing images are 

that they have high accuracy, high resolution, high 

sensitivity, etc., and can achieve three-dimensional 

reconstruction, change detection, target recognition, etc., 

but they also have problems such as high cost, large data 

volume, complex processing, etc. Figure 3 shows an 

example of a lidar remote sensing image. 

 

Figure 1  Xample of hyperspectral remote sensing images 

 

Figure 2  Xample of Synthetic Aperture Radar Remote Sensing 
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Figure 3  Example of LiDAR remote sensing images 

2.2 Common tasks and data sets of remote sensing 

image segmentation 

The common tasks and datasets of remote sensing 

image segmentation include:  

Small object segmentation: Small objects occupy 

fewer pixels in remote sensing images, such as airplanes, 

vehicles, ships, etc. The difficulties of this task lie in the 

small size, irregular shape, complex background, and 

high similarity among the objects. 
[6,7]

 

Ship segmentation: Ship segmentation refers to the 

process of separating the ship objects from the water 

background in remote sensing images, which is the basis 

of maritime target monitoring. The difficulties of ship 

segmentation lie in the diverse shapes, different sizes, 

uneven colors, and low contrast with the water. 
[8]

 

Building segmentation: Building segmentation 

requires separating the building objects from the ground 

background in remote sensing images, which is an 

important means for urban planning and management. 

The difficulties of building segmentation lie in the 

complex shapes, different sizes, similar colors, and 

confusion with shadows and trees. 
[9]

 

Natural environment segmentation: Natural 

environment segmentation refers to the process of 

separating the natural environment objects from other 

backgrounds in remote sensing images, which have 

various types of objects, from clouds to vegetation to ice, 

with large differences. The difficulties of natural 

environment segmentation lie in the diverse classes, 

uneven distribution, fuzzy boundaries, and confusion 

with other objects. 
[10,11]

 

Road extraction: Road extraction refers to the 

process of separating the road objects from other 

backgrounds in remote sensing images, which is an 

important basis for traffic planning and management. 

The difficulties of road extraction lie in the different 

widths, complex shapes, uneven colors, and confusion 

with buildings and shadows. 
[12,13]

 

The commonly used datasets for remote sensing 

image segmentation include:  

DOTA: DOTA is a large-scale aerial image dataset, 

containing 2806 images, with a total of 188282 small 

objects, divided into 15 categories, such as airplanes, 

ships, bridges, vehicles, etc. The images of DOTA come 

from Google Earth, with diverse perspectives, scales, 

backgrounds, and object densities.  

SeaShips: SeaShips is a large-scale ship 

segmentation dataset, containing 31000 images, with a 

total of 59000 ship objects, divided into four categories, 

namely cargo ships, tankers, fishing boats, and 

speedboats. The images of SeaShips come from Planet 

Labs, with high resolution, multiple time phases, 

multiple angles, and multiple regions.  

WHU Building Dataset: WHU Building Dataset is a 

high-resolution building segmentation dataset, containing 

326 images, with more than 10000 building objects. The 

images of WHU Building Dataset come from QuickBird 

and WorldView-2, with different resolutions, angles, 

illuminations, and seasonal changes.  

LandCoverNet: LandCoverNet is a global annual 

land cover classification dataset, containing 31000 

images, each image is 256×256 pixels, divided into 7 

categories, namely impervious surface, agriculture, forest, 

soil, water, wetland, and ice and snow.  

The SpaceNet Datasets: The SpaceNet Datasets are 

a large-scale remote sensing image dataset, containing 

high-resolution satellite images and corresponding road 

network labels of multiple cities. The images of 

SpaceNet come from DigitalGlobe, with different 

resolutions, angles, illuminations, and seasonal changes. 

Table 1 lists the image sizes, categories, and numbers of 

each dataset. 

Table 1  Introduction to Common Datasets and Their Content 

Dataset name Image size 
Number of 

categories 

Number of 

images 

DOTA-v1.0 800～20 000 15 2806 

DOTA-v1.5 800～20 000 16 2806 

DOTA-2.0 800～20 000 18 11268 

SeaShips 1920×1080 6 31455 

WHU Building Dataset 800～20 000 1 2806 

LandCoverNet 256×256 7 31000 

The SpaceNet Datasets 900～1300 18 21346 

3 Classification of Remote Sensing 

Segmentation Models Based on Deep Learning 

In this section, we classify the segmentation models 

based on deep learning according to different network 

structures. The application fields and representative 

networks of each type of model are summarized in Table 2. 

3.1 Segmentation models based on CNN 

Convolutional neural networks (CNN) are neural 

networks that use convolution operations to extract 

image features, which have advantages such as 

translation invariance, parameter sharing, and sparse 

connection, and are suitable for processing image data. 

CNN networks were very popular in the early deep 
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learning models, and segmentation models based on 

CNN were one of the important breakthroughs of deep 

learning in the field of image segmentation, which can 

achieve end-to-end training and inference, and are 

applicable to various segmentation tasks. Common 

backbone networks such as VGG
[14]

, ResNet
[15]

, 

GoogLeNet
[16]

 and others adopt the convolutional 

structure of CNN. In recent years, the rise of Tramsformer 

has brought new ideas and methods for image 

segmentation. Zhang
[17]

 and others combined Tramsformer 

and CNN in their research and applied it to high-resolution 

remote sensing image semantic segmentation, and the 

method proposed was very close to the state-of-the-art 

methods in terms of overall accuracy. 

3.2 Segmentation models based on GAN 

Generative adversarial networks (GAN) are a 

technique that uses two competing neural networks to 

generate new data, where one network is called a 

generator, responsible for generating fake data, and the 

other network is called a discriminator, responsible for 

judging the authenticity of the data. Figure 4 shows the 

structure of the GAN network. Segmentation models 

based on GAN usually combine the traditional 

multi-class cross-entropy loss with the adversarial 

network, first pre-train the adversarial network, and then 

use the adversarial loss to fine-tune the segmentation 

network. Segmentation models based on GAN can use 

the generator’s ability to enhance or reconstruct remote 

sensing images, thereby improving the quality and effect 

of segmentation. Tasar
[18]

 and others proposed a color 

mapping-based method, using ColorMapGANs to 

transform the source domain remote sensing images into 

the target domain style, and then used a pre-trained 

segmentation network to segment the transformed 

images. The method achieved significant performance 

improvement on two high-resolution remote sensing 

datasets. In addition, GAN is also often used to solve the 

problem of domain transfer feature mismatch. Zhang
[19]

 

and others proposed a method of using GAN structure 

combined with cheap available data to train the model 

for the segmentation task under unsupervised conditions, 

which can effectively reduce the domain gap. 

 

Figure 4  GAN network architecture diagram 

3.3 Segmentation models based on Tramsformer 

Tramsformer is a neural network that uses 

self-attention to achieve sequence-to-sequence mapping, 

which has advantages such as parallel computing, 

long-distance dependence, and position encoding. 

Segmentation models based on Tramsformer use 

Tramsformer to achieve image segmentation, which 

usually divide the input image into multiple sub-regions, 

and then use the encoder and decoder of Tramsformer 

to extract and reconstruct the features of each 

sub-region. This type of model can use the 

self-attention mechanism to perform global context 

understanding of remote sensing images, and improve 

the consistency and accuracy of segmentation. Figure 5 

shows the structure of the Tramsformer network. 

Robin
[20]

 and others proposed the Segmenter model 

based on Vision Tramsformer, which achieved excellent 

results in semantic segmentation. Liu
[21]

 and others 

proposed a new visual Tramsformer, which can serve as 

a general backbone for computer vision, and its 

performance greatly exceeded the previous 

state-of-the-art techniques. He
[22

] and others embedded 

Swin-Tramsformer into the UNet network to form a 

new dual-encoder structure. 

 
 

Figure 5  Tramsformer network architecture diagram 

3.4 Segmentation models based on pre-trained models 

Segmentation models based on pre-trained models 

are an important way to alleviate the problem of 

large-scale labeled data scarcity, which usually use 

pre-trained models as encoders or feature extractors, and 

then add a decoder or segmentation head after them. This 
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type of segmentation model can use the ability of 

pre-trained models to effectively extract features from 

remote sensing images, thereby improving the efficiency 

and effect of segmentation. Early pre-trained models 

include VGG, ResNet, DenseNet
[23

], etc., which have 

relatively few parameters. Li
[24]

 and others used 

ResNeXt-101 instead of ResNet as the backbone in their 

model, enhancing the feature extraction ability. With the 

continuous improvement of data collection technology, 

pre-trained models based on large-scale datasets have 

been applied to the remote sensing field. ViT-G12
[25]

 is 

one of the pre-trained models with a considerable 

amount of parameters. ViT-G12 was trained on the 

Million-AID dataset, with a parameter amount of 2.4B, 

and has a strong feature extraction ability. 

4 Key Technologies for Remote Sensing 

Image Segmentation 

The In this section, we summarize the key 

technologies in remote sensing image segmentation. 

Table 3 lists the representative models and the datasets 

they use based on the following six key technologies. As 

mentioned in Section 2, remote sensing image types and 

segmentation tasks are diverse, so different models use 

different key technologies. For example, small object 

segmentation tasks tend to pay more attention to 

semantic information, and long-distance dependence is 

particularly important when dealing with such tasks; 

while feature fusion operations can preserve spatial 

details and better complete boundary recognition. 

Remote sensing image segmentation key technologies 

can be classified according to different focuses, and this 

section will introduce the following six types:  

Attention mechanism: Attention mechanism can 

make the network automatically focus on the most 

important parts when processing images, thereby 

improving the accuracy and robustness of segmentation. 

Attention mechanism is widely used in segmentation 

tasks, which can be divided into spatial attention and 

channel attention, the former focuses on different 

positions in the image, and the latter focuses on different 

features in the image. Figures 6 and 7 show the module 

structures of spatial attention and channel attention. 

Segmentation techniques based on attention mechanism 

can solve the problems of target size difference, complex 

background, occlusion, etc. in remote sensing images, 

and improve the details and boundaries of segmentation. 

Lei Ding
[35]

 and others used adaptive attention 

mechanism in their research, which bridged the gap 

between high-level and low-level features, and kept the 

spatial details and semantic information during the 

feature fusion process. Although attention mechanism 

can improve the accuracy and robustness of 

segmentation, it also increases the computation and 

parameter amount of the network, resulting in slower 

training and inference speed of the network. In addition, 

attention mechanism may also over-focus on some 

specific areas and ignore other information, leading to 

overfitting problems. 

Table 2  Application fields and representative models of various segmentation models 

Category Common areas of application Representative model 

CNN-based segmentation 

model 
Feature classification, land cover monitoring, urban planning, etc 

ConvNeXtV2[26] 

RepLKNet[27] 

GAN-based segmentation 

model 
Image enhancement, image reconstruction, image style conversion, etc 

Pix2Pix[28] 

SPGAN-DA[29] 

PU-GAN[30] 

Segmentation model based on 

Tramsformer 

Remote sensing scene understanding, remote sensing target detection, 

remote sensing video analysis, etc 

Conv2Former[31] 

Swin-Tramsformer[32] 

Based on pre-trained 

segmentation models 

Zero-shot segmentation of remote sensing images, multi-source fusion of 

remote sensing images, and cross-domain migration of remote sensing 

images 

CMID[33] 

DGCC-EB[34] 

 

Figure 6  Spatial attention module 
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Figure 7  Channel attention module 

Dilated convolution: Dilated convolution is a 

convolution operation that introduces dilation in the 

convolution kernel, which can increase the receptive 

field of the convolution kernel without increasing the 

parameters and computation, and capture more context 

information. Segmentation techniques based on dilated 

convolution can solve the problems of target detail loss, 

resolution reduction, etc. in remote sensing images, and 

improve the accuracy and clarity of segmentation. Figure 

8 shows the dilated convolution model with dilation rates 

of 1, 2, and 4. Common segmentation techniques based 

on dilated convolution models include DeepLab
[36]

, 

DenseASPP
[37]

, etc. Zhao
[38]

 and others used dilated 

convolution to enlarge the receptive field, and at the 

same time reduced the number of downsampling layers 

as much as possible to prevent the loss of detail 

information. Although dilated convolution plays a huge 

role in enhancing the receptive field, the size and stride 

of dilated convolution, the distribution and arrangement 

of dilated convolution, etc. are also problems that need to 

be solved. In addition, dilated convolution itself may also 

cause uneven receptive field of the network, and jagged 

phenomenon of the boundary.  

 

Figure 8  Dilated convolution with different magnifications 

Feature fusion: Feature fusion uses different levels 

of feature information for effective fusion and utilization, 

thereby improving the details and boundaries of 

segmentation. Feature fusion techniques can solve the 

problems of target detail loss, resolution reduction, 

boundary blur, etc. in remote sensing images, and 

improve the accuracy of segmentation. There are three 

common ways of feature fusion, namely addition, 

concatenation, and fusion based on attention mechanism. 

Figure 9 shows the fusion process of high-level features 

and low-level features under the channel attention weight 

matrix. Common segmentation models that use feature 

fusion techniques include U-Net
[39]

, RefineNet
[40]

, etc. In 

this process, the way of feature fusion is very important, and 

inappropriate fusion methods may lead to noise 

introduction
[41]

 Peng
[42]

 and others proposed a cross-fusion 

module in their model, which used high-level feature maps 

to compensate for the receptive field of low-level feature 

maps, making the low-level feature maps have a similar 

receptive field to the high-level feature maps, thus 

significantly improving the semantic information capture 

ability of the low-level feature maps.  

 

Figure 9  Fusion based on attention mechanism 

Multi-task learning: Multi-task learning performs 

multiple segmentation tasks simultaneously, such as 

semantic segmentation, instance segmentation, boundary 

segmentation, etc., by sharing features and optimizing 

objectives, thereby improving the consistency and 

accuracy of segmentation. Multi-task learning 

segmentation techniques can solve the problems of target 

diversity, class imbalance, semantic ambiguity, etc. in 

remote sensing images, and improve the robustness and 

generalization of segmentation. For example, boundary 

segmentation and object segmentation tasks can promote 

each other
[43

] Li
[44]

 and others used adaptive weight 

mechanism for multi-task learning, and separated the 

boundary information from the semantic features, and 

then used the corresponding loss to supervise.  

Encoder-decoder structure: Encoder-decoder 

structure is a common structure in deep learning models, 

which uses two sub-networks, encoder and decoder, to 

perform feature extraction and feature reconstruction, 

respectively, to achieve pixel-level prediction of the 
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input image. Encoder-decoder structure segmentation 

technique is one of the important breakthroughs of deep 

learning in the field of image segmentation, which can 

achieve end-to-end training and inference, and is 

applicable to various segmentation tasks. Common 

segmentation techniques based on encoder-decoder 

structure models include U-Net, SegNet
[45]

, etc. Liu
[46]

 

and others used encoder-decoder structure as the 

backbone network of their model.  

Contrastive learning: Contrastive learning is a 

technique that uses positive and negative sample pairs in 

images to learn the feature representation of images by 

maximizing the similarity of positive sample pairs and 

minimizing the similarity of negative sample pairs. 

Figure 10 shows the feature extraction based on the 

existing support image to help the unknown image 

segmentation. Contrastive learning can solve the 

problems of target annotation insufficiency, unsupervised 

learning, self-supervised learning, etc. in remote sensing 

images to some extent, and improve the scalability and 

adaptability of segmentation. Tang
[47]

 and others used the 

contrastive learning method of the self-supervised 

learning framework to improve the model’s 

representation ability at the local pixel level. 

5 Prospect 

In this section, we mainly discuss the future 

development direction and application prospect of 

remote sensing image segmentation from a technical 

perspective. 

5.1 Future development direction of remote sensing 

image segmentation 

Remote sensing image segmentation has important 

applications in land use classification, urban planning, 

environmental monitoring, resource management, 

and other fields. The progress of remote sensing 

image segmentation technology has improved the 

accuracy and efficiency of remote sensing image 

segmentation. However, remote sensing image 

segmentation also faces problems such as data 

scarcity, high annotation cost, large scale variation, 

class imbalance, complex background, etc., which 

limit the performance and generalization ability of 

remote sensing image segmentation. To solve these 

problems, future research directions can be explored 

from the following three aspects:  

 

Figure 20  Contrastive learning 

Table 3  Common key technologies and their representative models 

Key technology 
Applicable 

scenarios 

Network 

structure 

Training 

dataset 

Attention 

mechanisms 

Differences in 

target size, 

complex 

background, 

occlusion, etc. 

DANet[48] Cityscapes 

SENet[49] ImageNet 

AGNet[50] 

HDR+ Burst 

Photography 

Dataset 

Dilated 

convolution 

Loss of target 

detail, reduced 

resolution, etc 

DeepLab PASCAL VOC 

DenseASPP Cityscapes 

DPC COCO 

Feature fusion 

Loss of target 

detail, reduced 

resolution, 

blurred 

boundaries, etc 

U-Net 

Cell Tracking 

Challenge 

Dataset 

PSPNet[51] ADE20K 

FPN[52] COCO 

Multi-task 

learning 

Goal diversity, 

category 

imbalance, 

semantic 

ambiguity, etc 

Mask 

R-CNN[53] 
COCO 

FarSeg[54] BraTS 2018 

DSSNet[55] PASCAL VOC 

Encoder-decoder 

structure 

Various 

segmentation 

tasks 

SegNet CamVid 

DeconvNet[56] PASCAL VOC 

FCN PASCAL VOC 

Contrastive 

learning 

Insufficient 

target labeling, 

unsupervised 

learning, 

self-supervised 

learning, etc 

MoCo[57] ImageNet 

SimCLR[58] ImageNet 

BYOL[59] ImageNet 

Multi-source data fusion: Remote sensing images 

contain multiple types of data, such as optical data, radar 

data, hyperspectral data, infrared data, etc., and different 

types of data have different features and advantages. By 

fusing different types of data, the robustness and 

accuracy of remote sensing image segmentation can be 

improved by using their complementarity. Multi-source 

data fusion methods include feature-level fusion and 

decision-level fusion, the former is to fuse different types 

of data at the feature extraction stage, and the latter is to 

fuse different types of data at the segmentation result 

stage. The key problem of multi-source data fusion is 

how to design effective fusion strategies, balance the 

differences and consistency between different data, and 

how to deal with the incompleteness of data. 

Low-sample and zero-sample learning: One of the 

difficulties of remote sensing image segmentation is 

class imbalance, because the land cover classes in remote 

sensing images have diversity and complexity, and some 

classes have few samples, or even do not appear in the 

training data, which makes it difficult for the model to 

learn the features of these classes, affecting the accuracy 

of segmentation. Facing this problem, low-sample and 

zero-sample learning are promising research directions. 
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Low-sample learning uses a small number of samples to 

learn, and improves the generalization ability of the 

model by using transfer learning. Zero-sample learning 

uses auxiliary information, such as semantic information 

or attribute information, to learn, and establishes the 

association between classes, to achieve the recognition of 

unseen classes. The key problem of low-sample and 

zero-sample learning is how to design effective feature 

extraction and feature matching methods, use 

information from different sources, and how to deal with 

the differences and similarities between classes.  

Interpretability and reliability: One of the objectives 

of remote sensing image segmentation is to provide 

reliable information support for remote sensing 

applications, therefore, the results of remote sensing 

image segmentation require not only accuracy, but also 

interpretability and reliability. However, the wide 

application of deep learning makes the remote sensing 

image segmentation model more and more complex, 

making the internal mechanism and output results of the 

model difficult to understand and verify, which may 

cause users’ distrust. To improve the interpretability and 

reliability of remote sensing image segmentation, 

research needs to be conducted from three aspects: 

model, data, and result. Model aspect, it is necessary to 

design interpretable model structure, or provide model 

visualization and explanation methods, to reveal the 

working principle and key factors of the model. Data 

aspect, it is necessary to provide data quality assessment 

and uncertainty analysis, to evaluate the reliability and 

applicability of data. Result aspect, it is necessary to 

provide result confidence assessment and error detection, 

to evaluate the credibility and risk of the result. 

5.2 Application prospect of remote sensing image 

segmentation 

With the development of remote sensing technology, 

the application level of remote sensing image 

segmentation will also be continuously improved, 

providing more intelligent remote sensing services for 

various industries. The following are some application 

scenarios of remote sensing image segmentation:  

Land cover change detection: Land cover refers to 

the natural and artificial coverings on the earth’s surface, 

such as water, vegetation, bare soil, buildings, etc., which 

is an important indicator of the physical, chemical and 

biological processes on the earth’s surface. The change 

of land cover will affect climate change, ecosystem, 

resource utilization, urban development, and other 

aspects, therefore, monitoring the change of land cover 

is of great significance for understanding and managing 

the earth environment. Remote sensing image 

segmentation can segment remote sensing images of 

different time phases, extract the categories and ranges 

of land cover, and then compare and analyze the 

changes of different categories, thus realizing the 

detection of land cover change.  

Urban planning and management: Remote sensing 

image segmentation can finely extract and classify the 

elements of the city, such as buildings, roads, green 

spaces, water bodies, etc., to obtain the information of 

the city’s spatial structure, functional distribution, 

ecological environment, etc., and provide scientific basis 

and reference for urban planning and management. 

Remote sensing image segmentation can also monitor 

and evaluate the changes of the city dynamically, and 

analyze the characteristics of the city’s expansion, 

renewal, density, morphology, etc., and provide guidance 

and suggestions for the optimization and adjustment of 

the city.  

Disaster monitoring and assessment: Remote 

sensing image segmentation can segment the remote 

sensing images before and after the disaster, and extract 

the information of the disaster type, range, degree, 

impact, etc., thus realizing the rapid identification, 

quantitative assessment and loss analysis of the disaster. 

Remote sensing image segmentation can also track and 

predict the evolution process of the disaster, and analyze 

the dynamic changes, development trends and potential 

risks of the disaster, and provide support and basis for 

disaster early warning and prevention.  

Ecological environment protection: Remote sensing 

image segmentation can segment the various elements of 

the ecological environment, such as vegetation, soil, 

water, etc., and extract the information of the ecological 

environment structure, function, quality, service, etc., 

thus obtaining the information of the ecological 

environment status, change, problem, etc., and provide 

scientific data and methods for ecological environment 

protection. Remote sensing image segmentation can also 

monitor and evaluate the restoration and improvement of 

the ecological environment, and analyze the restoration 

effect, improvement measures, optimization schemes, 

etc., and provide decision basis and suggestions for 

ecological environment protection. 

6 Conclusion 

In the past decade, deep learning has achieved 

explosive development, greatly stimulating the research 

and application of deep learning in remote sensing image 

segmentation tasks. This paper introduces some basic 

concepts of remote sensing image segmentation, as well 

as its common tasks and datasets, and reviews the 

research status of remote sensing image segmentation 

models and techniques based on deep learning. Finally, 

several possible directions for future research are 

discussed. We hope that this research can provide 

valuable insights for researchers and inspire researchers 

to make more progress.  
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Abstract 

In order to solve the problem of double motor synchronous error in the hydraulic lifting system of large crane, fuzzy control and 

neural network control are combined to realize the dynamic correction of PID parameters. With the use of cross-coupling control 

method in the control process based on the dynamic characteristics of the hydraulic system,  both the pressure difference of 

hydraulic motor outlet and displacement of steel wire rope are regard as control index on the simulation and experimental research to 

improve the accuracy of synchronous control. The results show that this control strategy has strong ability of anti-interference, and 

effectively improving the synchronization control precision of the two motors. 
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1 Introduction 

The large crane hoisting system often uses two 

hydraulic motor to improve the load, but for the 

negative influence of factors included with leakage and 

prone to synchronization error, the crane's working 

performance is limited, or even cause accidents. In 

order to ensure the operation safety, effective control 

strategy ought to be adopted to keep the two motors 

with high synchronization precision. 

The control method for now is applied the 

master-slave control mode to the hydraulic 

synchronization, whose References is cited in the text 

just by square brackets
 [1]

.Although it has better control 

effect, it is not suitable for large variations in load 

situations. Conventional PID control is the most widely 

used in control strategy, which is simple and easy to 

implement 
[2]

, however, because of the fixed parameter, 

real-time adjustment application is limited. Through the 

analysis for the dynamic characteristics of the crane 

hoisting system, we find out the factors influencing the 

synchronization accuracy; According to the 

characteristics of hydraulic transmission, nonlinear 

time-varying fuzzy control and neural network control 

combined fuzzy neural PID control strategy is proposed, 

for the purpose of achieving real-time adjusting PID 

parameters. At the same time, the cross-coupling control 

method is used to simulate the hydraulic pressure and the 

displacement of the steel wire rope. 

2 Characteristic Analysis of Hoisting System 

The lifting system of the large crane is composed of 

two independent groups of pump control motor system, 

which are coordinated by the controller to realize the 

synchronous control
 [3]

. The structure of the subsystem is 

shown in figure 1. 

Photoconduct
ive control

 
1- variable pump; 2- reversing valve; 3- balance valve; 4- variable 

motor, 5-Variable motor;6-One-way throttle valve;7-pilot control 

valve;8-Constant power variable pump 

Figure 1  Structure of crane hydraulic lifting system 
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In order to get the ideal synchronization control 

precision, it is essential to control the speed 

synchronization of two hydraulic motors. The variable 

mechanism of variable pump is composed of 

proportional valve and variable cylinder
 [4,5]

: 

Flow continuity equation of variable cylinder: 

1 1 1
1 1 2tg ig

e

dV V dp
Q C p C p

dt dt
     

        (1) 

2 2 2
1 2 2ig tg

e

dV V dp
C p C p Q

dt dt
    

        (2) 
Where: 1V —Volume of rodless cylinder of variable cylinder;  

      2V —Volume of the cylinder in the variable cylinder;  

      e —Elastic modulus of hydraulic oil;  

      igC —Cylinder internal leakage coefficient;  

      tgC —Cylinder leakage coefficient; 

      1Q , 2Q —Flow rate of oil inlet and return chamber. 

Force balance equation of cylinder. 
2

1 22 L

d X dX
m B KX F Ap Ap

dt dt
    

   (3) 

Where: m —Load and total piston mass;  

B —Viscous damping coefficient of hydraulic oil; 

LF —Load force;  

X —Piston displacement;  
K —Spring stiffness;  

A —Effective working area of piston. 

Force balance equation of valve core: 
2

2v v v i y

d Y dY
m B K Y K I K Y

dt dt
   

    (4) 

Where: vm —Spool quality;  

Y —Spool displacement; 

vK —Spring stiffness; 

iK —Current gain; 

I —Control current; 

yK —Displacement force gain; 

vB —Damping coefficient. 

3 Control Strategy Research 

3.1 Control mode 

At present, there are three kinds of control methods 

used in hydraulic synchronization, which are equal control, 

master-slave control and cross coupling control 
[6-8]

. 

3.1.1 Equal-status 

Equal-status refers to the hydraulic system in the 

implementation of several components at the same time 

with an ideal input signal as the target, tracking output, so as 

to achieve synchronization control, as shown in figure2. 

3.1.2 Master-slave 

Master-slave mode refers to a way achieved by the 

synchronization control of the output including two 

components: one is the target, the other is the tracking 

control, to achieve a way, as shown in figure 3. 

3.1.3 Cross-coupling 

Cross coupling control mode refers to an ideal input 

as the goal, by coupling variables, to achieve 

synchronization control and implementation of all the 

components of the tracking control, then the output of 

the two actuators are compared, whose deviation signal 

is obtained as an additional signal feedback, such as 

shown in figure 4. 
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Figure 2  Equal-status control principle 
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Figure 3  Master-slave control principle 
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Figure 4  Cross-coupling control principle 
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Figure 5  PID structure of fuzzy neural network 

The above three methods can achieve both double 

motor synchronous control and satisfactory control effect, 

the first two methods have the advantages of simple 

structure and easy realization, but they are not suitable 

for load changes in the larger situation, which causes that 

it is difficult to achieve synchronization in the true sense. 

While by the cross-coupling control method, a coupling 

signal is added between each subsystem, which can 

improve the accuracy of the synchronization control. 

3.2 Control strategy 

Hydraulic lifting system is a very complex system, 

so as that it is difficult to establish accurate mathematical 

model. In order to obtain the optimal control effect, it is 

necessary to adjust the parameters in real time to 

counteract the disturbance caused by the disturbance. A 

parameter self-learning PID controller is designed based 

on fuzzy neural network, as shown in figure 5. The 

weights of the neural network are calculated by fuzzy 

rules, and the parameters of the traditional PID controller 

can be adjusted online in real time 
[9]

. 

The fuzzy neural network model in this paper adopt 

five layers of structure, there are two input nodes and three 

output nodes, the input node corresponding to the error 

and error change rate of the output, after processing 
[10-12]

, 

the three parameters of the output node corresponding to 

the PID controller, as shown in figure 6. 

The first layer is the input layer with two nodes, 

which are connected with the input vector, and the 

function is to change the error and error change rate of 

the input network. 
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Figure 6  Topological structure of fuzzy neural network 

The second layer is the language variable layer, also 

called fuzzy layer. Each node corresponds to a language 

variable value, whose function is to determine the amount 

of input into fuzzy vector as the input of the controller, 

using the normal function as its membership function: 
2 2exp[ ( ) ] /j

i i ij ijx c   
             (5) 

Where: ijc —Center of membership function;  
2

ij —Width of membership function. 

The third layer is the fuzzy inference layer, and each 

node represents a fuzzy rule. By connecting with the 

fuzzification layer to complete the matching of fuzzy 

rules, the corresponding weighting coefficients are 

obtained through the combination of each node, and the 

calculation of each application of the rules. 

The fourth layer is the normalized layer, which is 

normalized. 
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The fifth layer is the output layer, when the fuzzy 

variables has been clear, it has the function to determine 

the parameters of the PID controller. 

Obviously, the designed fuzzy neural network is 

also a kind of multilayer forward feed network, which 

can adjust the parameters by the method of error 

feedback: 
23

1

1
( )

2
i i

i

e r y


 
                (6) 

Where: ir —Expected output;  

iy —Actual output. 

The learning rule of connection weights is: 

( 1) ( ) ( ) [ ( ) ( 1)]           ij ij i i ij ijk k r y k k
(7) 

Where: —Learning rate;  

—Smoothing factor, and 0 1  . 

4 Simulation Analyses 

Based on the cross-coupling control mode, the 

fuzzy neural network control strategy is used in the 

double motor synchronous control system of the crane, 

and combined with the traditional PID control, 

respectively, to control the two hydraulic motors, as 

shown in figure 7. 

Taking the variable pump displacement of 0～
145mL/r, the engine speed of 1000r/min, motor 

displacement of 160mL/r, sampling frequency of 50Hz, 

and the motor pressure cut-off valve set value of 20MPa, 

simulation analysis is carried out under different working 

conditions and control strategies. 

(1) Taking the minimum displacement difference of 

wire rope as the target 

When the displacement of two steel ropes is not at 

the same time, using the deviations with two hydraulic 

pump displacement to control the controller, thereby 

together with changing the system flow, the motor speed 

changes. The displacement is equal to two steel ropes, 

and the displacement difference is zero, through which it 

can achieve synchronous control. 

Assuming that the initial displacement difference 

between the two steel ropes is 1.2mm, crane weights 200 

tons, the results shown in figure 8～9. 

 

Figure 8  Traditional PID control 

 

Figure 9  Fuzzy neural PID control 

The simulation results show that the displacement 

difference of the two steel ropes will be close to 0 after 

the synchronization control. When using the traditional 

PID control strategy, the difference between the 

maximum displacement of steel wire and rope change 

rate reached 4.8mm, in 3.7 seconds to 0, while the fuzzy 

neural PID control strategy when the maximum 

displacement difference range is 3.6mm, up to 0 values 

in 2.8 seconds, the control precision and the convergence 

speed is improved obviously. 
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Figure 7  Diagram of double motor synchronous control system 
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(2) Taking the minimum pressure difference as the 

simulation target 

When there is a synchronization error, the load will 

be inclined, which will lead to the unbalanced force of 

the wire rope, so that the load cannot be evenly 

distributed to the two hydraulic systems, leading to the 

inconsistence of the pressure of their corresponding 

position. Taking the exit pressure of two hydraulic motor 

as the index, the result is shown in figure 10～12. 

 

Figure 10  No synchronization control 

 

Figure 11  Traditional PID control 

 

Figure 12  Fuzzy neural PID control 

The results show that when the system 

synchronization error occurs, it will result in the 

deviation of the pressure of the two hydraulic systems. 

Compared with the traditional PID control strategy, the 

fuzzy neural PID control effect is better. 

5 Experimental Study 

In order to verify the correctness of the simulation 

analysis and the practicability of the control method, a 

crane is taken as the research object, and the experiment 

is carried out with the same parameters. The results are 

shown in figure 13～14. 

 

Figure 13  Traditional PID control 

 

Figure 14  Fuzzy neural PID control 

The results of above experiments show that the 

fuzzy neural PID control strategy has strong 

anti-interference ability, which greatly reduces the 

pressure difference between the two subsystems, further 

improves the control accuracy, and verifies the 

correctness of the simulation results. 

6 Conclusion 

In order to improve the precision of double motor 

synchronous control, the dynamic characteristics of the 

hydraulic lifting system are analyzed, and we find out 

the relationship among the parameters. By combining 

fuzzy control with neural network control, a fuzzy 

neural PID control strategy is proposed, which 

overcomes the shortcoming of the traditional PID 

control strategy lacking of adjustment on line. The 

simulation and experimental results show that the 

method has good dynamic response and robustness, 

high control precision, furthermore, it has certain value 

for applications. 
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Abstract 

The shop floor dynamic scheduling system based on human-computer interaction is the use of computer-aided decision-making and 

human-computer interaction to solve the dynamic scheduling problem. A human-computer interaction interface based on Gantt chart 

is designed, which can not only comprehensively and quantitatively represent the scheduling process and scheduling scheme, but also 

have friendly human-computer interaction performance. The data transmission and interaction architecture is constructed to realize 

the rapid response to shop floor disturbance events. A priority calculation algorithm integrating priority rules and dispatcher 

preference is proposed, which realizes the automatic calculation of priority for the dispatcher's reference and reduces their burden. A 

man-machine interactive shop floor dynamic scheduling strategy is proposed. When solving the dynamic flexible job shop 

scheduling problem caused by machine tool breakdown and urgent order, the origin moments obtained by using this strategy are 

0.4190 and 0.3703 respectively. As can be seen from the origin moment indicator, the dynamic shop floor scheduling system based 

on the human-computer interaction is efficient and reliable in solving dynamic scheduling problems, and related strategies of this 

system are also feasible and stable. 

Keywords: Human-computer interaction; Dynamic scheduling; Flexible shop floor scheduling; Perturbation events 
 

1 Introduction 

With the continuous deep integration and 

application of information technology and advanced 

manufacturing technology, the relationship between 

human and manufacturing system is undergoing great 

changes, and the manufacturing industry has also 

entered the era of intelligent manufacturing 

characterized by Intelligent IoT, virtual-real 

integration and human-machine integration. Scientific 

and reasonable human-machine cooperation mode is a 

powerful guarantee for the effectiveness of intelligent 

human-machine system. The merits and disadvantages 

of human-machine integration cooperation mode will 

directly affect people's decision-making judgment and 

behavior efficiency, and determine the security of 

intelligent human-machine system and the feasibility 

and completion of major decision-making tasks. CPS 

(Cyber-Physical systems) are the basic framework of 

an intelligent manufacturing system. Its 

implementation is to build a virtual manufacturing 

system that is parallel to the physical manufacturing 

system, and to optimize the physical manufacturing 

system through intelligent decision, scheduling and 

control. People are both the participating subject and 

the service subject of the intelligent manufacturing 

system. Therefore, to realize the application of the 

intelligent manufacturing system, it is necessary to 

solve the human-computer interaction problems under 

the CPS architecture, such as the design of the 

human-computer interaction shop floor scheduling 

system, the design of the human-computer interaction 

shop floor system monitoring, and the design of the 

human-computer interaction shop floor system 

operation and maintenance system. 

Scheduling is part of the fundamental aspects of 

intelligent manufacturing systems and is very important 

for modern companies. The main methods for solving 

scheduling problems are artificial intelligence scheduling 
[1]

 

and automated forms of dealing with such as 

simulation-based 
[2]

. Artificial intelligence methods can 

solve common scheduling problem, the core of which is 

to use the powerful data computing power of computers 

and artificial intelligence algorithms to solve 
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mathematical models of scheduling problems. Meng 

Leilei et al 
[3]

 proposed a hybrid frog-hopping algorithm 

for the problem of minimizing the maximum completion 

time in a distributed flexible job shop. Shi Xiaoqiu et al 
[4]

 proposed an adaptive variable-level genetic weed 

algorithm for the flexible job shop scheduling problem 

with the objective of minimizing the maximum 

completion time. The artificial intelligence-based 

approach to scheduling decisions has a certain degree of 

intelligence and is particularly suitable for solving state 

exploding shop floor scheduling problems, but the 

reliability in solving complex scheduling problems is 

not ideal because the model usually needs to be 

simplified in the process of mathematical modelling. 

The simulation approach is very effective in designing 

and operating manufacturing systems, and it can be 

used as a support system for real-time scheduling of 

manufacturing systems. Jin Pengbo et al 
[5]

, in solving 

production rescheduling problems, proposed a decision 

model that incorporates data simulation, genetic 

optimization and BP neural networks for rescheduling 

methods. Cao Yuanchong et al 
[6]

 proposed a digital 

twin-based dynamic scheduling method for discrete 

assembly plants of complex products, which enable 

more accurate dynamic scheduling through data 

interaction between physical space and virtual space. 

However, there are some problems with the 

simulation-based real-time support system, for example, 

the simulation method takes too much time to run in 

some cases, and the simulation method built from one 

situation cannot be used in another, i.e. when the 

environment changes, the model needs to be rebuilt and 

re-tested to find the appropriate rule set according to the 

changed environment, which is not ideal for solving 

shop floor scheduling problems with many dynamic 

events The adaptability is not ideal when solving shop 

floor scheduling problems with many dynamic events. 

Therefore, in order to give full play to the 

advantages of artificial intelligence algorithms in 

solving state explosion shop scheduling problems, as 

well as to bring into play the decision making ability, 

fast dynamic response ability and the ability to use 

knowledge and experience of schedulers, and also to 

improve the reliability and adaptability of the dynamic 

scheduling system of intelligent manufacturing shop, 

this paper focuses on the problem of designing the 

dynamic scheduling system of the shop based on 

human-computer interaction. The current research on 

HCI scheduling is still immature, mainly focusing on 

scheduling algorithms 
[7]

, HCI strategies 
[8]

 and HCI 

scheduling platform design 
[9]

. In this paper, based on 

the existing domestic and foreign research, we further 

study the design method of HCI scheduling system 

and propose HCI scheduling strategies that can ensure 

efficient, safe and reliable operation of HCI 

scheduling system. 

2 Problem Formulation 

As the automation of shop floor system increases 

and the scale of production elements expands, the 

frequency of disturbing events such as machine failure, 

rush order and order cancellation in the production 

process gradually increases. This puts higher demands on 

the dynamics, real-time, reliability and stability of shop 

floor scheduling. At the same time, each disturbance 

event will consume a lot of energy for schedulers to 

adapt and modify the existing scheduling plan.  

Traditional static shop floor scheduling solves 

three problems: process start time, machine tool 

assignment, and machining duration. On the other hand, 

traditional dynamic shop floor scheduling has to solve 

two more problems: the problem of scheduling task 

changes and the problem of resource changes such as 

machine tools, i.e., dynamic shop floor scheduling is 

completed by adding processes, deleting defective 

machines, updating the start and end times of 

unprocessed processes, and updating machine tool 

assignments. 

In the process of dynamic scheduling of HCI Shop 

floor, schedulers need to give full play to the role of 

human in state perception, solution decision and system 

operation and maintenance, and make full use of the 

computer-aided generated scheduling solution to 

complete the shop floor scheduling. Therefore, the key 

to solve the dynamic scheduling problem of HCI shop 

floor is the design of the dynamic scheduling system of 

HCI shop floor. 

The design of a dynamic scheduling system for 

human-computer interaction on the shop floor focuses on 

the following 3 issues. 

(1) Design issues of graphical human-computer 

interaction interface. The human-computer interaction 

interface is the foundation for realizing human-computer 

interaction. The basic problem to be resolved is how to 

display the scheduling process and results, and how to 

adapt this interface to the scheduling operation. 

(2) Standardization of human-computer interaction. 

The essence of human-computer interaction is 

information interaction, and only by adding relevant 

constraints to the information, the rationality of the 

scheduling scheme can be ensured, for example the 

process constraints. In addition, in order to ensure the 

practicality of the scheduling system, the order of 

human-computer interaction must be standardized, such 

as how the preferences of the scheduler are reflected in 

the priority, and how to arrange the sequence between 

interactive operations and priority updates. 

(3) Priority calculation problem. When calculating 

the process priority, it is necessary to take into account 

the equipment selection preference set by the decision 

maker, the load of the machine and the urgency of the 

process, etc. This is a key issue to be solved to ensure the 

safety and reliability of the scheduling system. 
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3 Human-Computer Interaction Scheduling 

System Design Method 

The scheduling problem is the core problem of HCI 

scheduling systems. In solving the scheduling problem, it 

is necessary to consider selecting a graphical tool 

suitable for HCI first, which can not only represent the 

scheduling process and results comprehensively and 

quantitatively, but also have friendly HCI performance. 

Secondly, efficient and accurate information interaction 

needs to be designed for the purpose of rapid response to 

shop floor disturbance events and proactive response to 

reschedule problems. Finally, it is necessary to propose a 

calculation method that can calculate priority according 

to priority rules and preference priorities, which can 

automatically calculate priorities for schedulers' 

reference and reduce the burden of schedulers. 

3.1 HCI scheduling tool selection 

Gantt charts can graphically represent the temporal 

and spatial relationships between production elements in 

the shop, i.e., the machine tools, processing sequence and 

duration of processes are plotted in a certain order by 

bars of different colors and lengths in a coordinate 

system consisting of machine tools and time. Gantt 

charts can express complex production data in a 

comprehensive and quantitative way, and they can also 

facilitate schedulers to add, modify and delete processes 

in a graphical way. Therefore, Gantt charts were chosen 

as the graphical tool for human-machine interaction. 

Gantt charts can be used to represent the 

before-and-after relationship between processes of a 

workpiece in a process queue, or to represent the 

sequential relationship between processes on a machine. 

Table 1 shows the optimal scheduling results for the shop 

floor example, and figure 1 shows the queue distribution, 

where the numbers before and after "/" in Table 1 

indicates the candidate machine number and its 

theoretical machining duration, and "or" indicates the 

parallel candidate machine number and its theoretical 

machining duration. 

 

Table 1  6×6 machine tool flexible job shop scheduling problems 

 Seq1 Seq2 Seq3 Seq4 Seq5 Seq6 

Job 1 1or3/5or4 5or3or2/3or5or1 3or6/4or2 6or2or1/5or6or1 3/1 6or3or4/6or6or3 

Job 2 2/6 3/1 1/2 2or4/6or6 6or2or1/5or6or1  

Job 3 2/6 3or6/4or2 
6or2or1/ 

5or6or1 
3or2or6/4or6or6 1or5/1or5  

Job 4 6or2or1/5or6or1 2/6 3/1 5or3or2/3or5or1 3or6/4or2  

Job 5 5or3or2/3or5or1 6or2or1/5or6or1 2/6 1or3/5or4 2or4/6or6 3or2or6/4or6or6 

Job 6 3or6/4or2 1/2 3or2or6/4or6or6 2/6 6or2or1/5or6or1 1or4/3or2 

Job 7 6/1 1or4/3or2 3or2or6/4or6or6 2or5or1/6or1or6 3/1  

Job 8 3or6/4or2 
3or2or6/ 

4or6or6 
6or2or1/5or6or1 2/6 2or4/6or6  

Job 9 6/1 1or5/1or5 6or3or4/6or6or3 1/2 3or2or6/4or6or6 2or4/6or6 

Job 10 3or6/4or2 
3or2or6/ 

4or6or6 
5or3or2/3or5or1 6/1 2or4/6or6 1or4/3or2 

 

Figure 1  Scheduling results and queue representation 
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3.2 Data transfer and interaction function module 

In the human-computer interaction shop floor 

dynamic scheduling system, the data transmission and 

interaction can be divided into 4 stages, as shown in 

Figure 2. 

(1) When the scheduler encounters a disturbance 

event, he first interrupts the production process and 

obtains specific information about the disturbance time 

from the shop floor production monitoring module, as 

shown in ① and ② of Figure 2. 

(2) The scheduler calculates and updates the priority 

of all unscheduled processes by setting preference 

coefficients in the process configuration area given the 

candidate machining machines for the process and their 

corresponding machining durations, as shown in③, ④, 

⑤ and ⑥ of Figure 2. 

(3) The scheduler refreshes the Gantt chart blocks of 

the processes in the priority queue and drags the Gantt chart 

process blocks in the priority queue area into the scheduling 

window, as shown in ⑦, ⑧, ⑨, and⑩ of Figure 2. 

(4) After all processes are dragged into the 

scheduling window, the scheduler locks the scheduling 

results and downloads them to the shop floor controller 

to complete the scheduling, as shown in ⑪, ⑫, ⑬ and 

⑭ of Figure 2. 

 

Figure 2  Data transmission and interaction process 
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3.3 Work order priority algorithm 

The priority rule scheduling method is a traditional 

method for solving shop floor scheduling problems. Due 

to its simplicity, it is especially suitable for solving 

dynamic shop scheduling problems and real-time 

reproducible shop scheduling problems. The priority rule 

scheduling strategy is actually a greedy strategy, which 

mainly targets local or short-term objectives with high 

computational efficiency. Because of the large 

uncertainty of the HCI shop floor, it is the preferred 

strategy in many dynamic and real-time scheduling 

systems because of its feature of seeking relatively more 

desirable scheduling results with lower computational 

cost, although it cannot find the global optimal solution. 

Shop floor scheduling needs not only to determine 

the process sequence problem of the process, but also to 

solve the problem of selecting processing equipment for 

the process. The priority rule scheduling strategy usually 

has the ability to solve both of these problems, and 

common shop scheduling priority rules are shown in 

Table 2. 

Table 2  Workshop scheduling priority rules. 

Rule Full Name 

SPT 
The machine with the shortest processing time is 

preferred for the process 

ECP 
Priority is given to the machine that can complete the 

process at the earliest 

MWR 
Priority is given to workpieces with more remaining 

processes 

LWR 
Priority is given to workpieces with fewer remaining 

processes 

MPR 
Priority is given to workpieces with more processing 

time remaining 

LPR 
Priority is given to workpieces with little remaining 

machining time 

Usually, it is difficult to satisfy the requirements of 

the shop floor scheduling with one scheduling rule. 

Therefore, priority rules can often be combined when 

solving shop floor scheduling problems. In the previous 

research results of this paper, a heuristic algorithm based on 

the combination of ECP and MWR rules was proposed, and 

the performance of the solution was better 
[10]

. Therefore, 

the heuristic algorithm built on the combination of ECP and 

MWR rules is chosen as the basis of the process prior 

calculation algorithm in this paper. 

In solving the actual dynamic scheduling problem, 

in order to give full play to the role of human in state 

sensing, solution decision making and system operation 

and maintenance, the balance between the decision 

maker's equipment selection preference and task 

completion needs to be considered. In order to weigh the 

two factors, the weights of them need to be given to the 

calculation of the integrated priority, and the formula for 

the priority. 

+
1 2

S S S
S P

   
                  (1) 

Where S is the composite priority value, SS and SP 

are the priority rule score and personal preference score, 

respectively, ω1, ω2 are the priority rule score weight 

and personal preference score weight, respectively, and 

all are subject to normalization. 

4 Dynamic Scheduling Strategy for 

Human-Computer Interaction Shop Floor 

The operational state of shop floor can be modeled 

by two virtual queues. One is the process queue, which is 

generally generated by priority rules; the other is the 

machine queue, which is generally generated based on 

the part machining process flow. The process queue is 

used to simulate the processes of each workpiece, which 

are arranged in order of priority in the cache of the 

respective assigned machine, with the process with the 

highest priority at the top of the queue and the first to be 

processed, called the head of the queue. And the machine 

queue is used to simulate the machine tools assigned to 

each process of a workpiece arranged in accordance with 

the process flow on the processing line of the workpiece, 

thus forming a queue. Therefore, the essence of smooth 

shop operation is that the two virtual queues are executed 

according to the established arrangement, the essence of 

shop operation status monitoring is whether the 

execution is the same as the established arrangement, and 

when the shop encounters an abnormal event disturbance, 

the members of the whole queue and its order can be 

adjusted to ensure that the shop operation can be restored 

to another steady state. 

The basic principle of using virtual queues to 

achieve dynamic scheduling of HMIs is illustrated in 

figure 3. ①The scheduler identifies the processes 

affected by abnormal events and rearranges the process 

and machine queues according to the automatically 

calculated priority values.② The scheduler arranges the 

process at the head of the queue at the earliest of the 

scheduling reference time, the completion time of the 

previous process on the same workpiece, and the 

completion time of the aforementioned process on the 

same machine. ③ The scheduler drags the process at 

the head of the queue into the scheduling window and 

removes the process from the process queue, and the 

process with the highest priority in the process queue is 

automatically added as the process at the head of the 

queue. ④ After all processes have been foreseen, the 

scheduling plan is locked and downloaded to the shop 

floor system controller. 

Take the case shown in figure 3 as an example, 

according to the base time of the scheduling window, at 

the current moment when the workpiece 9 is transferred 

to the workpiece's next process machine 3, according to 

the shop machine queue information machine 3 is in a 

fault state, at this time the workpiece 9 is in a waiting 
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state at machine 3; when the workpiece 8 is transferred 

to the workpiece's next process machine 6, according to 

the machine queue information machine 3 is in a fault 

state, at this time the workpiece 8 is in a processing state 

at machine 6; when the workpiece 4 is transferred to the 

workpiece's next process machine 2, according to the 

machine queue information machine 2 is in a processing 

state, at this time the workpiece 4 is in a waiting state at 

machine 2. 

A demonstration of the process of implementing a 

dynamic strategy for human-machine interaction is 

illustrated in figure 4.  

 

Figure 3  Shop floor information interaction 
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(a) 

 
(b) 

Figure 4  The process of implementing dynamic human-computer interaction 

The scheduler first interrupts the production process 

when a disturbance event is raised. Candidate machines 

for the process and their corresponding processing 

duration are given in the process configuration area, and 

the priorities of all unscheduled processes are 

calculated and updated by setting preference factors, as 

showed in figure 4(a). Then the Gantt chart processes 

blocks of the processes in the priority queue are 

refreshed. Next, the scheduler drags the Gantt process 

blocks in the priority queue into the scheduling window, 



 

24                                                                       Mechanical Engineering Science  Vol. 7  No.2  2025 

as showed in figure 4(b). Finally, after all processes are 

dragged into the scheduling window, the scheduling 

results are locked and downloaded to the shop floor 

controller to complete scheduling. 

5 Case and Application Analysis 

In order to verify the feasibility of the dynamic 

scheduling strategy of the HCI shop floor and to test the 

performance of the HCI shop floor dynamic scheduling 

system in solving scheduling problems, the computer 

CPU main frequency is 2GHz and memory is 2.0GB 

under Windows 7 environment, and MATLAB 

programming is used to choose to simulate machine 

failure and expediting order on the standard flexible job 

shop scheduling arithmetic MK06 
[11]

 scenarios. The 

origin scheduling scheme is shown in figure 5, and the 

meaning of the elements in the graph is the same as in 

Section 2.1. 

To measure the results of scheduling, the origin 

moment metric is chosen. By examining the origin 

moments for robustness and stability metrics, values closer 

to zero indicate ideal results for dynamic scheduling 
[12]

. 

The origin moment is calculated as following: 

2 2RobustnessM Stab lID i ity 
           (2) 

In the formula, Robustness and Stability denote 

robustness and stability, respectively. 

The robustness metric is the relative robustness 

metric proposed by Kouvelis and Yu 
[13]

: 
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The stability indexes proposed by Al-Hinai and 

Elmekkawy 
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       (4) 

Where MS_P is the planned completion time for 

pre-scheduling, qi is the total number of processes for 

workpiece i, COijP is the planned machining completion 

time for the jth process of workpiece i, COijP is the 

actual machining completion time for the jth process of 

workpiece i, and Oi is the number of all processes that do 

not change machining machines (excluding faulty 

machines). 

The solution obtained for the dynamic scheduling 

problem caused by machine fault disturbance is shown in 

figure 6. By comparing the schemes of figure 5 and 

figure 6, the RM index is calculated to be 0.1167, the SM 

index is calculated to be 0.4025, and the origin moment 

is calculated to be 0.4190 using Eq. (2). 

For the dynamic scheduling problem caused by the 

expedited single disturbance, the solution obtained is 

shown in figure 7. By comparing the schemes in figure 5 

and figure 7, the RM index is calculated to be 0.1167, the 

SM index is calculated to be 0.3514, and the origin 

moment is calculated to be 0.3703 using Eq. (2). 

 

Figure 5  Original scheduling scheme 

 

Figure 6  Scheduling scheme for dynamic scheduling problems caused by machine fault disturbances 
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Figure 7  Scheduling scheme for dynamic scheduling problems caused by expedited order disturbances 

Therefore, it is clear from the origin moment index 

that the HMI-based shop floor dynamic scheduling 

system is efficient and reliable in solving dynamic 

scheduling problems, and its related strategies are 

feasible and stable. 

6 Conclusions 

The shop floor dynamic scheduling system with 

human-computer interaction implements the shop floor 

dynamic scheduling through computer-aided decision 

making and human-computer interaction. In order to 

solve the design problem of graphical human-computer 

interaction interface, the standardization problem of 

human-computer interaction and the priority calculation 

problem in the system design, a human-computer 

interaction interface based on Gantt chart is designed, a 

data transmission and interaction architecture is 

constructed, and a priority algorithm that integrates 

priority rules and scheduler preferences is proposed. The 

human-computer interaction shop floor dynamic 

scheduling strategy is proposed, and the origin moments 

obtained by using it in solving the flexible dynamic 

operation shop floor scheduling problem caused by 

machine failure and expediting order are 0.4190 and 

0.3703, respectively. From the origin moment index, it 

can be seen that the human-computer interaction-based 

shop floor dynamic scheduling system is efficient and 

reliable in solving the dynamic scheduling problem, and 

its related strategy is feasible and stable. 

Further research will continue to focus on the 

integration of reality and information interconnection in 

the process of human-computer interaction scheduling. 

Acknowledgments: This work was supported by the 

Tianjin Enterprise Science and Technology 

Commissioner Project (Grant No. 23YDTPJC00740, 

Grant No. 24YDTPJC00610) and the Tianjin Tiankai 

Higher Education Science and Technology Innovation 

Park Enterprise R&D Special Project (Grant No. 

23YFZXYC00027). 

Competing Interests: The authors declare no competing 

interests. 

References 

[1] Fan, C., Wang, W., & Tian. Flexible job shop scheduling with 

stochastic machine breakdowns by an improved tuna 

swarm optimization algorithm [J]. Journal of manufacturing 

systems, 2024 (74):180-197. 

[2] Zheng, T., Zhou, Y., Hu, M., & Zhang. Dynamic scheduling for 

large-scale flexible job shop based on noisy DDQN 

[J].International Journal of Network Dynamics and 

Intelligence, 2023 (45):100015-100015. 

[3] Cai, J., Lei, D., Wang, J, et al.. A novel shuffled frog-leaping 

algorithm with reinforcement learning for distributed 

assembly hybrid flow shop scheduling [J].International 

Journal of Production Research, 2023,61(4):1233-1251.  

[4] Li, L., Deng, L., Tang, B., et al. Bi-objective flexible job shop 

scheduling on machines considering condition-based 

maintenance activities [J]. Proceedings of the Institution of 

Mechanical Engineers, Part O: Journal of Risk and Reliability, 

2024,238(6):1244-1255. 

[5] Wu, R., Zheng, J., & Yin, X. Dynamic Scheduling for 

Multi-Objective Flexible Job Shops with Machine 

Breakdown by Deep Reinforcement Learning [J]. 

Processes,2025,13(4):1246.  

[6] Nisar, M. U., Ma’ruf, A., & Halim, A. H. In Proceedings of the 

International Manufacturing Engineering Conference & The 

Asia Pacific Conference on Manufacturing Systems [C]. 

Singapore: Springer Nature Singapore,2022. 

[7] Luo, W., Huang, K., Liang, X., et al. Process manufacturing 

intelligence empowered by industrial metaverse: A survey 

[J]. IEEE Transactions on Cybernetics, 2024(42):89-91. 

[8] Subramanian, K., Thomas, L., Sahin, M., et al. Supporting 

human–robot interaction in manufacturing with 

augmented reality and effective human–computer 

interaction: a review and framework [J]. Machines, 

2024,12(10):706. 

[9] Agostinelli, T., Generosi, A., Ceccacci, S., et al. Validation of 

computer vision-based ergonomic risk assessment tools for 

real manufacturing environments [J]. Scientific 

Reports,2024,14(1):27785. 

[10] Tian, S., Wang, T., Zhang, L., et al. The Internet of Things 

enabled manufacturing enterprise information system 

design and shop floor dynamic scheduling optimisation [J]. 

Enterprise Information Systems,2020,14(9-10):1238-1263. 



 

26                                                                       Mechanical Engineering Science  Vol. 7  No.2  2025 

[11] Zambrano-Rey, G. M., González-Neira, et al. Minimizing 

the expected maximum lateness for a job shop subject to 

stochastic machine breakdowns [J]. Annals of Operations 

Research,2024,338(1):801-833. 

[12] Azim, N. H., & Subki, A. Abiotic stresses induce total 

phenolic, total flavonoid and antioxidant properties in 

Malaysian indigenous microalgae and cyanobacterium [J]. 

Malaysian Journal of Microbiology, 2018,(11):25-33. 

[13] Kouvelis, P., & Yu, G. Robust discrete optimization and its 

applications [D]: Springer Science & Business Media,2013. 

[14] Fan, C., Wang, W., & Tian, J. Flexible job shop scheduling 

with stochastic machine breakdowns by an improved tuna 

swarm optimization algorithm [J]. Journal of 

manufacturing systems,2024,(74):180-197. 



 

Mechanical Engineering Science  Vol. 7  No.2  2025                                                                         27 

Viser Technology Pte. Ltd.  

Mechanical Engineering Science 
DOI: 10.33142/mes.v7i2.18370 

  

The Research on CAD Design System of Shaper Cutter Based 

on VB and Matlab 

Xiaoqiang WU
1*

, Rui XUE
1
, Kan XING

2
, Tiegang WANG

3
, Peng WANG

3
, Fenghe WU

4
,  

Yabin GUAN
4
, S. ZHANG

1
 

1. Tianjin TANHAS Technology Co., Ltd., Tianjin, 301600, China 

2. Tianjin No.1Machine Tool Co., Ltd., Tianjin, 300305,China 

3. Tianjin University of Technology and Education, Tianjin, 300222, China 

4. Yanshan University, Qinhuangdao, Hebei, 066000, China 

*
Corresponding Author: Xiaoqiang WU, E-mail: wangzai8402@163.com 

Abstract 

To solve the problem of low efficiency in the design of shaper cutter, a design and calculation system of shaper cutter is developed by 

using Matlab and VB mixed programming. The structure parameters of shaper cutter are calculated by using Matlab, and the system 

interface is developed by VB. The example shows the feasibility of the design method. 

Keywords: Shaper cutter, Matlab; VB 

 

1 Introduction 

Gear as the basic parts in the entire machinery 

industry are widely used in aerospace, automotive 

industry, machine tools, engineering machinery and other 

fields. At present the main gear processing method is the 

generating method, this method is based on the principle 

of gear meshing to process the gear, including the gear 

shaping, hobbing, planing, shaving, grinding and other 

methods. As the most commonly used involute 

cylindrical gear machining method, the gear shaping 

method ranks only second to the hobbing method in the 

entire gear processing system, and is widely used for 

machining internal gears, racks, herringbone gears, gears 

with shoulder and Dual or multiple gears with slot cutter 

groove References are cited in the text just by square 

brackets With the improvement of productivity, the 

shortcomings of the traditional design method of shaper 

cutter are more prominent. But the development of CAD 

/ CAM technology provides the conditions for rapid 

design. So in recent years, more and more researchers 

have begun to pay attention to the fast design system for 

shaper cutter. With the help of the computer's powerful 

computing ability, the shaper cutter design method 

become more flexible, and the design efficiency is 

greatly improved, but the manual calculation error is 

greatly reduced. In this paper References are cited in the 

text just by square brackets 
[1]

, a practical method of 

involute shaper cutter CAD is proposed, which realizes 

the professional design of involute shaper cutter. Paper
[2]

 

starts from the design theory of shaper cutter and 

hobbing cutter, proposed a overall design of gear cutter 

CAD system, based on the Visual Basic as a 

development platform, developed a gear cutter design 

system, and an example is given to demonstrate the 

correctness and feasibility of the design method. 

To design a shaper cutter, the most difficult part is 

to calculate maximum and the minimum displacement 

coefficient of the shaper cutter. Matlab as a good 

mathematical software, with efficient numerical 

calculation and symbolic computing functions, as well as 

the complete graphics processing functions, so the 

calculation of the displacement coefficient of this part is 

mainly completed by Matlab References are cited in the 

text just by square brackets 
[3]

. But Matlab also has its 

own limitations, in general, the program finished by 

Matlab can not run apart from the software alone, and its 

interface production function is relatively weak. Visual 

Basic as a good visual programming software, can easily 

create a friendly user interface, with an open 

object-oriented architecture, and can easily use other 

applications to provide the function References are cited 

in the text just by square brackets 
[4]

. So this paper 

combines the two software, using Visual Basic to 
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develop the interface of the design system, the use of 

Matlab as the core of the data processing, and finally 

developed a user-friendly, powerful gear cutter CAD 

design software References are cited in the text just by 

square brackets 
[5]

. 

2 Principle of Shaper Cutter 

2.1 Principle of gear shaping 

It is well know that the gear shaping process is 

achieved through the generating principle, as shown in 

figure 1, in the generating process, the main movement 

of the gear shaping is the shaper cutter reciprocating 

along the tool axis. The machined gear is engaged with 

the shaper cutter to generate the involute tooth 

profile.The engagement moment can be decomposed into 

a circular feed movement and a dividing movement. the 

transmission ratio equals with the gear engagement. 

When shaping the internal teeth, the cutter and the 

workpiece rotating in the same direction of rotation, and 

the direction is opposite when shaping the external teeth. 

The shaper cutter should be relieved during the escape 

motion to reduce the friction between the cutter and the 

tooth surface. Finally, the workpiece should have the 

radial feed movement until the workpiece is cut into the 

desired depth. 

 

Figure 1  Principle of gear shaping 

2.2 The structure of shaper cutter 

The geometric structure has almost never changed 

since the shaper cutter was invented. Here use the helical 

gear shaper cutter as an example to illustrate the main 

structure of the shaper cutter. As shown in figure 2, a 

cutter tooth is composed by two side blades, a top edge, a 

rake face, two side flanks, and a top flank face. 

Due to the presence of the relief angle, the radius of 

the top edge of and the tooth thickness at the reference 

circle are continuously reduced in the end profile from the 

rank face. Currently, when designing a shaper cutter, the 

tooth profile at the original section is first constructed. The 

top edge radius and the tooth thickness at the reference 

circle in the tooth profile are the standard values. 

 

Figure 2  The Structure Of Shaper Cutter 

The tooth profile in each end profile from the 

original section to the rank face is equivalent to the tooth 

profile of the gear with positive correction. And the 

modification coefficient gradually increases from the 

original section to the initial rank face. The tooth profile 

on the cross section from the original section to the last 

sharpening end face is equivalent to the tooth profile of 

the gear with negative correction. And the modification 

coefficient gradually decreases from the original section 

to the end face. as shown in figure 3. 

 

Figure 3  The modification diagram of the shaper cutter 

3 Design Steps of Shaper Cutter 

When designing the shaper cutter, the first step is to 

calculate the design parameters. The design parameters 

are composed of the basic parameters and structure 

parameters. The basic parameters are determined 

according to the workpiece parameters. The workpiece 

parameters are shown in Table 1: 

Table 1  The Basic Parameters 

 Workpiece 
Match 

gear 

Cutter 

gear 

Modulus m1 m2 m 

Pressure angle on pitch circle 1  2  
  

The original modification 

coefficient 
x1 x2 x 

Aaddendum coefficient 
*

1ah
 

*

2ah
 

*

ah
 

Tip clearance coefficient 
*

1c
 

*

2c
  

According to the basic design requirements of 

shaper cutter, m=m1=m2, α=α1=α2,h *α1=h* α2,c* 
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1=c* 2. The original modification coefficient shown in 

Table 1 refers to the modification coefficient of the 

workpiece. If the workpiece is a gear 

with addendum modification, the original modification 

coefficient of the shaper cutter is equal to the original 

modification coefficient of the cutter gear according to 

the principle of gear shaping,which is x=x2=-x1. As the 

shaper cutter teeth should cut out the workpiece tooth 

profile and the tooth top clearance, so the addendum of 

the shaper cutter should be higher than the standard 

involute gear tooth addendum, then the addendum 

coefficient of the cutter gear is: 
h * α=,h *α1+c* 1                    (1) 

The main structural parameters of the design of the 

shaper cutter are shown in Table 2: 

Table 2  The Structural Parameters 

Number Of 

Teeth 

Rake 

angle of 

the top 

edge[°] 

Relief angle 

of the top 

edge[°] 

The max 

modification 

coefficient 

The min 

modification 

coefficient 

z    e  maxx  minx
 

The parameters shown in the table are the basis for 

the design of the shaper cutter, and are all indispensable. 

They must be accurately calculated in order to ensure the 

correctness of the final shaper cutter. 

3.1 The cutter teeth 

Currently, to determine the number of cutter teeth 

on the shaper cutter, the first step is to select the nominal 

diameter of the reference circle, China's standard GB / 

T6081-2001 regulate the nominal diameter of 75mm, 

100mm, 125mm, 160mm, 200mm. The most commonly 

used nominal diameter are 75mm, 100mm and 125mm. 

The main reason for selecting the standard nominal 

reference circle diameter is to standardize the shaper. 

In general, the diameter of the shaper cutter should 

be as large as possible under the allowable conditions of 

the gear shaping machine and the gear grinding machine, 

which can effectively improve the cutter life and reduce 

the interference of the transition curve. But this will 

increase the cutter manufacturing cost. In addition, due 

to the current shaper cutter manufacturing process 

mainly rely on the generating gear grinding method, with 

the restriction of the involute cam plate on the grinding 

machine, extra checking should be involved according to 

involute cam plate parameters. After choose nominal 

reference circular diameter, the number of teeth on the 

shaper cutter: 

Z=d' 0 /m1                                   (2) 

Z should be rounded, m1 means the modulus of the 

machined gear, and d' 0 means the diameter of the 

reference circle. 

3.2 The rake angle and relief angle of the top edge 

The reasonable rake angle and relief angle is 

necessary to ensure the normal cutting of the shaper 

cutter. According to the structure of the shaper cutter, the 

rake angle on the side edge will increase when the rake 

angle on the top edge is increased, and the increase of the 

rake angles could effectively improve the surface quality 

of the workpiece. 

There is a relief angle on the top edge of the shaper 

cutter, and two side flank faces on each tooth are actually 

two involute spiral surfaces which in the same angle, but 

the opposite direction. And this structure makes the 

cutter has the side edge relief angle. Studies have shown 

that increasing the relief angle of the shaper can 

effectively increase the durability of the shaper cutter. 

However, for the current shaper cutter, increasing 

the rake and relief angle of the shaper cutter will lead to 

increased tooth profile error, reduce the number of 

sharpening. Therefore, the current design method 

stipulates that the rake angle on the top edge is 5° and the 

relief angle is 6°. 

3.3 The modification coefficient 

The maximum and minimum modification 

coefficient of the shaper are limited by a number of 

factors, so it is necessary to consider these factors to 

determine the maximum and minimum modification 

coefficient of the shaper cutter. 

The maximum modification coefficient xmax. 

Increasing the maximum modification coefficient of the 

shaper cutter, the number of sharpening of the shaper 

cutter can be increased, and the tool life can be 

improved effectively. At the same time, the addendum 

of the shaper cutter under the large modification 

coefficient is higher, the curvature radius of the cutting 

edge is larger, so that the processed gear has the small 

surface residual and high surface quality. However, the 

excessive increase in the maximum modification factor 

of the shaper cutter will cause the addendum to become 

sharp and reduce the tool life, and the gear processed by 

the large modification shaper is easy to have the 

transition curve interference problem. So it is necessary 

to check these two issues when choosing the maximum 

modification coefficient. 

According to the current shaper cutter design theory, 

the actual addendum width Sa of the shaper should not 

be less than the minimum allowable width [Sa], but [Sa] 

is determined according to the shaper cutter modulus m, 

the tip strength, the cooling capacity and the tool 

durability, here is the empirical equation: 
[Sa]=-0.0107m2+0.2643m+0.3381           (3) 

The actual addendum width: 

 max14 tan
2a a a

x
s inv inv r

z

 
 

 
   
     (4) 

αa means the pressure angle on the addendum circle. 

According the equation (4), the maximum modification 

coefficient xmax1 could be figure out. 
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(a)the shaper cutter and the workpiece   (b)the workpiece engaging with the gear 

Figure 4  Checking Of The Transition Curve Interference When Machining The Workpiece 

The transition curve interference may occur 

between gears machined with positive modification 

shaper cutter. As shown in figure 4, when the tooth is 

machined, only the CD segment on the tooth profile of 

the workpiece is involute tooth, and the line between 

point C and dedendum is not the involute but the 

transition curve. The profile of the transition curve is 

actually the trajectory of the top edge and the side edge 

of the cutting blade relative to the workpiece. The 

transition curve is tangent to the involute tooth profile at 

point C, and the point C is the starting point of the 

involute on the tooth profile, but also the starting point of 

the transition curve. 

The curvature radius of the involute at the point C 

ρ1 equals to the line A1K1, and can be calculated by the 

equation: 

2 2

1 1 2 1 2 1 1sin a bA A K A a r r     
      (5) 

After careful analysis, the greater of radius 

curvature is, the higher starting point of the transition 

curve has. 

When the finished workpiece z1 engaging with the 

gear z2, as shown in figure 4 (b), the effective meshing 

line is K’ 1K’ 2, and the working part of the tooth profile 

on z1 is C’D, that is, above the point C’, the tooth profile 

should be the involute to ensure the normal engagement. 

If the starting point C is lower than the point C, the gear 

meshing can be carried out normally, otherwise the 

transition curve interference problem occurs. 

It is necessary to ensure that CD ≥ C’D to avoid  

the interference between the tooth root transition curve 

of the workpiece  with the mating gear, which is the 

curvature radius ρ1’ larger than ρ1. To express this 

relation in a different form: 

2 2 2 2

12 12 2 2 1 1sin sina b a ba r r a r r     
 (6) 

α1 is the engagement angle during the gear shaping, 

a1 the center distance when the final radial feed is 

completed during gear shaping, α12 and a12 is the 

engagement angle and the matching center distance 

between the worlpiece and the engaging gear. α1 and a1 

could be figure out by the following equations: 

 1 max 2

1

1

2 tanx x
inv inv

z z


 


 


        (7) 

 1

1

1

cos

2 cos

m z z
a






 

               (8) 

In the equation (7), x1 is the original modification 

coefficient of the workpiece. 

According to equation (7), a maximum modification 

coefficient xmax2 can be obtained under the condition 

that no transition curve interference occurs. 

Finally, to compare xmax1 with xmax2, the small 

one is the final modification coefficient the shaper cutter 

should have. 

The minimum modification coefficient xmin. With 

the grinding of the shaper cutter, the modification 

coefficient could be gradually reduced, in general, when 

the tooth thickness is ground to the final allowance, the 

ideal state is the modification coefficient is the minimum 

permissible coefficient xmin. In this way, the shaper 

cutter can be ground most times and have the longest life. 

But when the shaper cutter is in the negative 

modification, the tooth thickness become thinner, the 

tooth strength can not fulfill the requirement, may also 

lead to the undercutting or end cutting. 

In the process of gear shaping, if the modification 

coefficient of the cutter is too small, as shown in figure 5, 

the tooth tip of the shaper may be cut into the involute 

profile of the workpiece, this phenomenon is called 

undercutting, so when designing the shaper cutter, the 

checking of the minimum modification coefficient to 

prevent from undercutting is very important. 

 

Figure 5  Diagram Of The Undercutting 
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According to the requirements mentioned above, ρ1

≥0,which is: 

2 2

1 1sin 0a ba r r   
              (9) 

 1 min1

1

1

2 tanx x
inv inv

z z


 


 


        (10) 

 1

1

1

cos

2 cos

m z z
a






 

              (11) 

According to the equation (9) and the parameters of 

the shaper cutter and the workpiece, the undercutting 

phenomenon can be checked with the selected minimum 

modification coefficient. If the phenomenon still exist, 

increase the modification coefficient and check it again 

until the phenomenon do not happens anymore, in this 

way, the minimum modification coefficient xmin1 can be 

determined. 

When the  modification coefficient of the shaper 

cutter is small, the tooth height of the shaper cutter is 

small too, in the gear shaping process, the tooth root of 

the cutter may be interfere with the addendum of the 

machined workpiece, and the tip of the workpiece could 

be cut down, and this phenomenon is called end cutting. 

As is shown in figure 6, to prevent the end cutting 

phenomenon, one condition need to be achieved,O1K1≤
O1A2, which is: 

 2 2

1 1 1 1sina br a r 
            (12) 

In the case of no end cutting: 

 
 

2 2

1 1

1 min
1

2
tan

cos

a br r

m z z








           (13) 

According to the gear meshing principle: 

 1 min 2

1

1

2 tanx x
inv inv

z z


 


 


       (14) 

In the case of no gear end cutting: 

  1
min 2 1 1min 2 tan

z z
x inv inv x 




     

      (15) 

According to the equation (15), the minimum 

allowable modification coefficient xmin2 of the shaper 

cutter can be obtained without the end cutting. 

 

Figure 6  Diagram Of The End Cutting Checking 

Finally, compare the xmin1 with xmin2, and choose 

the bigger one as the minimum modification coefficient 

xmin. 

In summary, the main structure of the shaper cutter 

can be obtained after the calculation of all the parameters. 

4 CAD System of Shaper Cutter 

From the above, the shaper cutter design needs to 

calculate a series of parameters, and the parameter 

calculation process is quite complex, the manual 

calculation prone to errors, resulting in the final design 

failure. So in order to ensure the correctness and efficiency 

of the design results, the application of Matlab 

programming to finish the basic parameters calculation. At 

the same time, to develop the shaper cutter design system, 

Matlab interface production function is weak and can not 

run away from the Matlab environment, which is pretty 

inconvenient, so this article seeks a reliable way to solve 

this problem, that is, using Matlab and VB mixed 

programming way to achieve the function of the software. 

4.1 System function module 

Since the functional structure of the design system 

must be clear and reliable, this design of the system 

using modular design ideas, the design system is divided 

into three modules, human-computer interaction 

interface, design and calculation and the results display. 

Human-computer interaction interface. For a design 

software, a good human-computer interaction interface is 

necessary. A good user interface should be simple and 

clear, so most of the man-machine interaction modules 

described in this chapter use a concise graphical user 

interface, as is shown in figure 7: 

Shaper design Shaper grinding

Shaper cutter design system

Basic parameters

modulus
pressure angle 

on pitch 
circle

accuracy class

workpiece

internal 
tooth

external 
tooth

number 
of teeth

Z1

original 
modification 
coefficient

X1

addendum 
coefficient ha*1

tip clearance 
coefficient

c*1

helical angle β 1

RightLeft

Next Reset

Left Right

helical angle β 2

tip clearance 
coefficient

c*2

addendum 
coefficient ha*2

original 
modification 
coefficient

X2

number of 
teeth

Z2

internal 
tooth

external 
tooth

Meshing gear
Basic parameters 
of the shaper

Rake angle 
of the tip

Relief angle 
of the tip

Nominal pitch 
diameter 

 

Figure 7  The Interface Of The Shaper Cutter Design System 

Design and calculation module. The design 

calculation module is the core module of the whole 

shaper cutter design system, bearing the most important 

calculation task in the system. In the design process, this 

module gain the design parameters from the 

human-computer interaction interface module, and finish 

the main structure data calculation task according to the 
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design theory and algorithm of the shaper cutter. The 

calculation result of this module directly determines the 

correctness of the shaper cutter. 

Results display module. The results display module 

is designed to show the design results visually after the 

end of the design, so that the user can directly observe 

the design results. The module is actually integrated in 

the human-computer interaction interface, will be 

demonstrated in the follow-up design examples. 

4.2 The realization of the main functional module
[6] 

This shaper cutter design system is the use of 

Matlab and VB mixed programming to achieve its 

function. The system uses Matlab as the core of 

calculation, with VB to achieve human-computer 

interaction and the results display function. Actually, in 

this system the interface developed by VB as the main 

program, the Matlab algorithm as a subroutine, the 

subroutine is called through VB to achieve a combination 

of the two mixed programming. 

In general, VB calls the Matlab files in the forms of 

intermediate file transfer, dynamic data exchange (DDE), 

ActiveX automation services, DLL dynamic link library 

and COM components. But the first three methods are 

too tedious and can not be separated from the Matlab 

environment to run. DLL dynamic link library requires 

third-party compiler software to compile the Matlab file 

into a DLL file, and now the software has been stopped. 

COM components as a common object interface can be 

directly called by VB, and the Matlab version used in 

this design system integrated with deploytool, the use of 

the tool can compile Matlab files into COM components 

for VB calls. And the most important thing is the use of 

COM component technology helps the mixed program 

does not need to run in the Matlab environment, and no 

need to switch the environment which is greatly 

improving the system speed. So this chapter mainly uses 

COM component technology to realize the mixed 

programming system development and the main process 

is as follows: 

Write the Matlab program. The COM component 

creation requires that each M file is written in the form of 

a function to facilitate the transfer of parameters between 

VB and Matlab. 

According to the design principles described above, 

the M function file of the parameter calculation 

sub-module in the design calculation module is written 

first, named Parameter.m, and the calculation flow of this 

module is shown in figure 8: 

The creation and calls of the COM components. Use 

the deploytool tool in Matlab to create the COM 

components containing the above M function file. Firstly, 

create the COM component project and add a new class in 

the project, then add the M function file that runs through to 

the class, finally compile and generate the dynamic link 

DLL file. After the three steps mentioned above, the M 

function file are written into the COM components. 

When VB calls COM components, there should be a 

reference, to add the COM component to the VB project. 

When writing the main program, the use of CALL 

statement to call the M function packaged in the COM 

component. The call form is "Call class name. Function 

name (parameter)" which can achieve the function of the 

shaper cutter design system. 

4.3 The design example 

In order to verify the degree of functional 

realization of the design system, the design parameters 

shown in Table 3 are taken as an example, and the design 

system is used to design the shaper cutter. 

 

Figure 8  Calculation Process Of All The Parameters 
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Table 3  The Parameters Of The Workpiece 

Basic parameters Workpiece Meshing gear 

Modulus[mm] 2 2 

Number of teeth 30 30 

Pressure angle on pitch circle[°] 20 20 

addendum coefficient 1 1 

tip clearance coefficient 0.25 0.25 

The modification coefficient 0 0 

Helical angle[°] 15(left) 15(right) 

Launch the system, enter the workpiece parameters 

in the initial operation interface, select 5° as the rake 

angle on the tip edge, and 6° as the relief angle on the top 

edge. The nominal pitch circle diameter is 75mm. Start 

the calculation and the results shown in figure 9: 
Finished

Result of the design

Preview of the design

Save path

Save Quit 

 

Figure 9  The design result 

5 Summary 

Based on the basic design theory of the shaper cutter, 

this paper developed a CAD system of shaper cutter 

design by using VB and Matlab mixed programming. 

This design system can finish the shaper cutter design 

based on the parameters of the workpiece, and the 

feasibility of the system is verified through a design 

example. 
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Abstract 

In view of the time-consuming and unreliable deficiencies of the cross-axis work piece in the clamping process, combined with the 

working characteristics of the eccentric mechanism, a simple and fast eccentric locking mechanism is designed. The push rod is 

quickly driven by the combined action of the handle and the drum, so that the cross shaft work piece can be quickly locked in the 

axial direction. The eccentric locking mechanism not only has simple operation and convenient maintenance, but also has the 

characteristics of low manufacturing cost and high life, and has certain reference value for future special fixture design. 
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1 Introduction 

The cross shaft is a fundamental component 

extensively utilized in various mechanical transmission 

systems 
[1]

. Its primary function is to endure bending 

moments and torques during power transmission, 

thereby ensuring the efficiency and stability of the 

system. Due to its critical role, the machining and heat 

treatment processes of the cross shaft are paramount to 

its overall performance and durability 
[2]

. 

In conventional manufacturing processes, securely 

and efficiently clamping the cross shaft workpiece 

presents significant challenges 
[3]

. Traditional clamping 

methods often involve the use of large nuts for axial 

positioning, a technique that can be both 

time-consuming and potentially unreliable during 

high-volume production runs 
[4]

. This approach can 

lead to inefficiencies in the manufacturing process, and 

in some cases, even accidents if the workpiece is not 

adequately secured. Traditional methods may fail to 

provide sufficient locking force, resulting in 

misalignment or movement during machining, which 

adversely affects the precision and quality of the 

finished component 
[5-7]

. Hence, it is imperative to 

develop an improved clamping mechanism that 

ensures quick, reliable, and robust fixation of the 

cross shaft workpiece 
[8]

. 

The reliance on large nuts and similar 

conventional locking methods can be cumbersome and 

inefficient, especially in high-volume manufacturing 

settings. The manual effort required to secure and 

release these nuts not only slows down the production 

process but also introduces variability in the clamping 

force applied 
[9]

. This variability can lead to 

inconsistent machining results, where the precision and 

quality of the cross shaft are compromised. Moreover, 

in scenarios where the locking force is insufficient, 

there is a heightened risk of the workpiece shifting 

during the machining process, which can result in 

defective products and potential safety hazards 
[10]

. 

To address these challenges, it is essential to 

explore alternative clamping mechanisms that can offer 

more consistent, reliable, and efficient performance 
[11]

. 

The eccentric mechanism, known for its simplicity and 

effectiveness in various mechanical applications, 

presents a promising solution 
[12]

. An eccentric 

mechanism operates on the principle of using a 

driving and a rotational locking mechanism that are 

not coaxial 
[13-17]

. This unique arrangement allows for 

significant motion amplification from minimal input 

movement, making it particularly suitable for 

applications that require rapid and secure locking. 

Integrating the eccentric mechanism into the design 

of a specialized fixture for the cross shaft can 

significantly enhance the clamping process 
[18]

. The 

proposed design leverages the inherent advantages of the 

eccentric mechanism to develop a straightforward, fast, 

and reliable locking system. This system comprises a 

handle, roller, and support structure that collaborate to 

drive a push rod, thereby securing the cross shaft axially. 

The innovative approach aims to reduce setup times, 

improve locking force, and ensure consistent precision 

during machining operations, particularly when drilling 
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the Φ8 hole in the cross shaft. 

Through detailed analysis and rigorous testing, 

this paper demonstrates that the eccentric locking 

mechanism simplifies operation and maintenance. 

Additionally, it reduces manufacturing costs and 

extends the fixture's lifespan. The findings underscore 

the potential of this mechanism to serve as a valuable 

reference for future fixture designs in similar 

applications. This advancement paves the way for 

enhanced efficiency and reliability in mass production 

environments, marking a significant improvement over 

traditional clamping methods. 

By implementing this novel clamping mechanism, 

manufacturers can achieve more reliable and efficient 

production processes, ultimately contributing to 

higher quality components and reduced operational 

risks. This paper highlights the critical aspects of the 

design and testing phases, providing comprehensive 

insights into the practical benefits and potential 

applications of the eccentric mechanism in mechanical 

transmission systems. The success of this innovative 

approach underscores the importance of continuous 

development and optimization in manufacturing 

technologies to meet the evolving demands of modern 

engineering and production. 

2 Cross Shaft Workpiece Analysis 

Considering the process requirements of the cross 

shaft, a special fixture needs to be designed for the 

machining of the Φ8 hole 
[19]

. The part drawing of the 

cross shaft is shown in Figure 1. 

 

Figure 1  Part Drawing of the Cross Shaft Workpiece 

According to traditional clamping methods, a Φ45 

hole is typically used for axial positioning, and the 

workpiece is rotationally constrained using a limit 

groove 
[20-22]

. After positioning the workpiece, the 

simplest way to lock it is by using a large nut that fits 

with the Φ45 positioning shaft; rotating the nut 

secures the workpiece. However, cross shaft parts are 

widely used and usually need to be produced in 

batches. If the aforementioned method is used to lock 

cross shaft workpieces, the loading and unloading 

process becomes cumbersome, and there is a risk that 

the locking force may be insufficient, potentially 

leading to accidents. 

In traditional methods, manually rotating the large 

nut during loading and unloading is time-consuming, 

affecting production efficiency 
[23]

. This method is 

particularly inconvenient in batch production 
[24]

. 

Additionally, the manual operation may result in an 

unstable locking force, which could loosen during 

production, causing the workpiece to shift or even fall, 

leading to safety hazards and quality issues. 

To address these problems, this paper designs a 

simple and fast locking mechanism based on the 

principle of the eccentric mechanism. The eccentric 

mechanism generates locking force through changes in 

the eccentric distance, enabling quick and reliable 

locking. Compared to the traditional method of locking 

with a large nut, the eccentric mechanism offers 

advantages such as ease of operation, stable locking 

force, and strong adaptability. The use of an eccentric 

mechanism significantly reduces the loading and 

unloading time of the workpiece, improves production 

efficiency, and ensures the reliability and safety of the 

locking process. 

3 Principle of the Eccentric Mechanism 

The eccentric mechanism primarily operates by 

using a driving mechanism and a rotational locking 

mechanism that are not coaxial 
[25]

. The structural 

principle is shown in Figure 2. 

 
1-Handle; 2-Roller; 3-Support 

Figure 2  Principle of the Eccentric Mechanism 

From Figure 2, it can be seen that the eccentric 

mechanism is designed to be simple yet effective, 

consisting of core components such as the handle, 

roller, and support. The handle is the driving 

component in the eccentric mechanism, used to apply 

external force 
[26]

. When force is applied to the handle 

and it begins to rotate, it will drive the movement of 

the eccentric axis. The roller serves as the rotational 

locking component. There is typically an eccentric axis 

hole on the roller, used to connect other structural 

components of the mechanism and achieve eccentric 

motion. The base acts as the fixed component of the 

eccentric mechanism, providing support for the roller 

and other moving parts to ensure stability and 

reliability of the mechanism. During machining and 

assembly, it is common to thread the handle and roller 

together to ensure their coordinated operation. Once 

external force is applied to the handle, it begins to 

rotate, activating the eccentric shaft hole on the roller. 

This action initiates the movement of the mechanism 

connected to the roller, thereby enabling eccentric 

motion of the entire mechanism 
[27]

. 

One of the advantages of the eccentric mechanism 
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is its simple and easy-to-manufacture structure, along 

with rapid operation. Even when the handle is rotated 

at a relatively small angle, it can generate a large range 

of motion within the mechanism connected to the roller. 

This characteristic allows the eccentric mechanism to 

quickly and effectively tighten and secure the 

workpiece, thereby improving work efficiency. 

Furthermore, due to its relatively small space 

occupation, the eccentric mechanism offers greater 

flexibility in design and layout. This versatility enables 

the eccentric mechanism to be widely used in various 

engineering and mechanical applications, making it an 

ideal choice for solving complex workpiece fixation 

and positioning problems. 

4 Application of the Eccentric Mechanism 

in Fixture Design 

Through the analysis of the cross shaft 

workpiece, when machining the Φ8 hole on the cross 

shaft, in order to achieve rapid and efficient 

positioning of the cross shaft, the following strategy is 

adopted based on the characteristics of the eccentric 

mechanism for positioning and tightening the cross 

shaft workpiece 
[28-30]

: 

(1) Use the Φ45 hole and the frame to provide 

axial positioning and axial movement restriction for the 

cross shaft. 

(2) Utilize a limit groove to restrict the rotation of 

the cross shaft around the axis of the Φ45 hole. To 

ensure proper positioning, the limit groove needs to be 

of a through-hole type. 

(3) Incorporate the features of the eccentric 

mechanism by adding a connecting rod on the roller of 

the eccentric mechanism. With the action of the handle 

and roller, the push rod can move along the axis of the 

Φ45, thereby locking the cross shaft. 

The application of the eccentric mechanism in the 

specialized fixture for the cross shaft is shown in 

Figure 3. 

 
(a) Front View 

 
(b) Left View 

 
(c) Top View 

1- Handle; 2- Roller; 3- Support; 4- Connecting Rod; 5- Shaft; 6- Push Rod; 7- Bolt; 8- Washer; 9- Base; 10- Liner; 11- Cover Plate; 12- Positioning 

Pin; 13- Drill Sleeve Liner; 14- Drill Template; 15- Thick Washer; 16- Bolt; 19- Connecting Rod; 20- Support Plate; 21- Groove Liner 

Figure 3  Application of the Eccentric Mechanism in the Fixture 
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To efficiently achieve the machining of the Φ8 

hole while ensuring accuracy, it is necessary to design 

a quick-change drill sleeve structure. Considering that 

this part is typically produced in large quantities, the 

fixture design needs to incorporate a quick-change drill 

sleeve on the drill template. The structure is shown in 

Figure 4. 

 

Figure 4  Schematic Diagram of Quick-Change Drill Sleeve 

Through the manufacturing and testing of this 

specialized fixture, it has been shown to effectively 

improve machining efficiency while enhancing the 

reliability of the clamping process. This fixture design 

serves as a valuable reference for future similar 

designs. 

4 Conclusion 

Initially, the study identified the inefficiencies of 

the conventional machining process for cross shafts, 

highlighting its time-consuming nature and low 

reliability. Drawing upon the principles of the eccentric 

mechanism and recognizing the mass production 

requirements of cross shafts, the research team 

developed a straightforward, swift, and dependable 

eccentric mechanism. Following this, extensive 

analysis and practical experimentation were conducted 

to validate the efficacy of this clamping technique. The 

results not only confirmed the simplicity and ease of 

operation of the proposed method but also underscored its 

robustness and reliability. Additionally, the study 

emphasized the potential applicability of the eccentric 

mechanism in similar fixture designs, offering a framework 

for future optimization endeavors in this domain. 
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